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Abstract: Problem statement: As grid resources are geographically distributdticient resource
discovery and management has become one of thertmmpaoequirements. Besides, Grid users are
independent identities and negotiation is necessaryreconciling their diverse characteristics.
Therefore special mechanism was required to neigatiad discover the required resource or similar
resource as an alternative when discovery failstedeer the quality of the service being provided in
the grid environment depends on both functionalvaels as the Non-Functional Requirements [NFR].
But conflicts between NFRs are not yet resolveédi¥ely. Discover the requested resources to the
requester, Provide compromised alternate resourgesegotiation when resource discovery fails to
increase the success rate of the agent, Providel&dge for efficient management of resources and
quality of service is to be improved by considerldgR. Approach: A system Agent Based Grid
Resource Discovery with Negotiated Alternate Solutnd Non-Functional Requirement Preferences
(AGRD_NFRP) was proposed to provide an expediti@gsurce and most relevant alternate resource
when discovery fails. Four types of intelligentdamobile agents were proposed for judicious
management of resources to the advantage of resquaviders and requesters in ensuring speedy
execution of processes. Resource discovery, raggtiand alternate solution were handled by these
agents. In order to improve the quality of the serthe non-functional requirements of the gridruse
request with their preferences were identified aodflicts among them were analyzed using fuzzy
rules.Results: The results showed that the AGRD_NFRP system pespasproducing consistently
higher success rate by providing alternate soluéind getting knowledge from the cognitive agent.
Quality of the service was enriched by prioritizittge preferences of grid useConclusion: On
numerous occasions, grid users face non avaikalofihigh-end resources for completing the task on
hand. In this context, the approach outlined irs ttésearch is most appropriate, convenient and
efficient. The AGRD_NFRP system proposed hereitygilaa crucial role in bridging the seemingly
wide gape between resource requester and resonresr

Key words: Grid resource discovery, agents, negotiation, méteer resource, non-functional
requirements

INTRODUCTION scheduling of computations over dynamic resources
scattered geographically across the intéfn&esource
A large scale distributed system that will provide management acts not only as an interface between gr
high-end computational and storage capabilities $et resource and grid application but also to provide
of differentiated users is a grid infrastructurerid reliable service to the uset.
computing is a hot research direction and drawitaf a As the participating parties of grid market are
of attentions from both academia and industry.as$ h independent bodies, negotiation activites are
emerged to facilitate better utilization of undé¢itized required. An application or client must engage in a
heterogeneous and geographically distributed ressur multi-phase  negotiation process with resource
The main motivating factor in grid computing is managers, as it discovers, reserves, acquires,
resource sharing. It is provided by resourceconfigures, monitors and potentially renegotiates
management system, which is the central comporfent gesource acces In this context, negotiation has
grid computing. It mainly focuses on management angmerged as one of the important activities in thd g
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market. However, the development of the gridreached due to navigation and the available resoisrc
speeding-up in recent times continues to bestill not found, the discovery terminates
unsatisfactory. One possible reason for this iswrly  unsuccessfulf”. In such a scenario, the proposed
complicated support for resource brokering andsystem provides alternate resource.
management provided by current grid software Considering the inadequacies of the efforts
infrastructur® and economic model was not previously made, the motivation behind the reseésch
considered. But an economic model was considereth sets out the system of AGRD_NFRP for devising a
in®. There are many issues and challenges in the Grisbeedy and very efficient method of resource disppv
environment. Amongst the challenges for Gridwith the help of agents. The main objective of this
computing, to date, there is little work that addes study is to provide most relevant resource when
the issues of requirement engineering. To thedifabie  necessary and to increase the success rate of ddent
author’'s knowledge, at present, there are onlyva fe mechanism of providing alternate resource when
(preliminary) efforts on considering NFRs to prawid discovery fails by negotiation is also discussedhis
quality software. However the grid user may notr@wa study. Agents are classified into groups accordinte
of the conflicts among NFRs. One of the motivatidn  service they provide, for quickening the discovery
proposed system is to identify non-functional process and the system is supported with cognitive
requirements of the grid user request, resolve thagent to provide knowledge when required. As thex us
conflicts among them is the ultimate judge for deciding the appropriatenof
Agent technologies have been used for thehe resource, the system gets refined input frauter
development of distributed software sysftmAn  at the outset itself. The quality of the servicenbe
Agent can be considered both as a resource provid@rovided in the grid environment depends on both
and a service requesférMulti-agent system is one of functional as well as the Non-Functional Requiretsen
the promising software technologies to achieve thgNFR]. But conflicts between NFRs are not yet
goal'? due to the characteristics of the agent likeresolved effectively. This study also presents an
autonomy, proactive, mobility and adaptability. A approach to identify the non-functional requirenseit
mobile agent toolkit was designed for resourcethe grid user request with their preferences aradyaa
discovery*®. The agent system which incorporates allthe conflicts among them.
such agents, bridges the gap between grid users and
resources in order to schedule the application$ tha MATERIALSAND METHODS
require grid resource, in an efficient manner. Agen
achieved higher success rate by slightly relaximg t Architecture of the proposed system: AGRD_NFRP
bargaining terms, in intense pressure situations proposed to provide an alternate solution even
However, relaxation was decided on fuzzy decisiorwhen resource discovery fails for time bound and
controlleF®% In the existing Agent Based Resourcecost bound processes. An overview of the
Management system, when the root of the hierarshy iAGRD_NFRP architecture is shown in Fig.

ANIS agent DF agent

Registration
. Yellow page

NER extractor

Grid user request

AMS agent service

NASP agent

Classification of agent

Resource discovery

suonsanh paseg RO

oupaaad Psn LG

N . NFR prioritizer
Negotiation
Conflicts
Alternate Resource
J NEFR extraction ||
A Trade-off

z
g
El

Schedule/NFR extraction analyzer
: Cognitive agent l
— Cognitive agent services 7 _ .
EKnowledge ‘ NFR preferences for grid users
Acquisition

Fig. 1: Architecture of AGRD_NFRP
192



J. Computer <ci., 5 (3): 191-198, 2009

The main components of this system comprise mainlgompromised alternate resource. It sends a redoaest
(i) Grid users (i) Agent Management System-AM$ (i the NASP agent as an ACL message’ CALL FOR
Directory facilitator-DF (iv) Negotiation and Alteate = PROPOSAL-CFP’ along with: (1) Name of the
Solution Provider agent (NASP) (v) Resourceresource, (2) Hours required and buying price effer
Requester Agents-RRA (vi) Resource Provider Agentwith other constraints. Given its pivotal positicdkSP
RPA and (v) Cognitive agent. (vi) NFR extractorivi will route the request to the corresponding grodip o
NFR Prioritizer and taxonomy (viii) Goal-based agents. For example, request is routed to the fsupe
guestionnaires. agent’ if the request is for supercomputer andsiett
agent’ if request is for cluster. Thus the risk@ferring
Grid users: There are two categories of users in thethe request to irrelevant agent can be avoidedn The
grid computing environment viz (1) Resource reqgerest receives the transaction id from NASP agent for the
and (2) Resource owner. The resource requester magquested trade and also confirms the acceptantte of
seek the resource for application Second type @f iss proposal through an ACL message ‘ACCEPT
resource owner who registers his resources with thPROPOSAL'. If the resource has been bought from the
agents, with specifications and constraints. relevant RPA, the NASP advices the resource regquest
agent through an ACL message’ INFORM ‘about the
Agent Management System (AM S): AMS is the agent resource allocated.
exercising supervisory control over access of agent
Each agent must register with the AMS in orderdbay Resource Provider Agent (RPA): RPA agent works
valid agent identification number. It maintains aon behalf of provider user who offers the resoume
directory of agent identifiers and agent state tikéve,  the grid community. When RPA approaches NASP as a
transit, wait. ACL message ‘CALL FOR PROPQOSAL’ along with (i)
Name of the resource, (ii) Specification of theotese,
Directory Facilitator (DF): Directory facilitator is a (jii) Estimated sale price and other constraints fo
registry playing a vital role in providing a list agents  registering the resource. NASP includes it in the
in the system and the services of the respectieatag relevant group after due verification of servicattban
with identification number. Thus an agent can fthd  be provided. If the RPA does not fit into any oéth
other agents in the same platform to achieve goals.  existing group, NASP creates a group for the new
service and this RPA will become the first agenthiat
Resource Requester Agents (RRA): Agents, main  group. Thus the number of groups can be increased
components of the proposed AGRD_NFRP system argccording to the service provided. After adding the
independent and autonomous processes that hawgent to the relevant group, NASP sends “REPLY ACL
identities, possibly persistent, requiring commatimn  “with unique resource-id to the RPA. If the resaihas
with other agents for completing the tasks. RRAdsea peen sold to the relevant requester agent, NASReslv
the resource request with specification from uskow the RPA through ACL message “INFORM” with the
desiring to utilize the services from the Grid. To agreed price of resource sold. The RPA then waits f
discover the resource, RRA accepts the specifioeasty the ‘CONFIRM PROPOSAL’' from NASP for the
with grid user id using format shown in the Eq.:1-3  resource to be allocated. In the grid market séenar
RPA can be expected to have mix of resource inyheav
Guser-id <name of the application, resmuspecification: (1) ~ demand and resource with little or no demand. It wi
therefore have to continuously monitor the market
Guid <ua,utypei | i =1 to n> (2) demand with reference to its resource mix to prepos

the acceptable prices and increasing the success ra
Guid <Information processing servic

5000 GHz,70 GB, 900%, 1 h> 3 Cognitive agent: The developments of the grid in
recent times have significantly speeded-up its
Where: performance and yet the position has remained
ua = The name of the application inadequate. One possible reason for this couldhbe t
utypei = The ith specification of the resource RRA and RPA have not had the benefit of assistafce
requested by the user Cognitive agent before the process was set in mokio

the proposed system, Cognitive agent helps in this
As soon as agent receives the request from theegard. As resource discovery is important in dyicam
user, it contacts NASP agent for requested resoarrce grid environment, Cognitive agent is equipped taypl
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the crucial role. Acting as a back-end assistamt foprovider and requester, cost, time factor and sgce
providing information when required, it acquires it rate. This data can be used in both current and
knowledge from the processes happening in the mystesubsequent dealings.
and updates itself while fulfilling its role. In ¢h
proposed system, Cognitive agent is thus customize8uitable resource identification: However, in some
agent and is responsible for the following services cases user may not have precise knowledge of the
resource most suited for executing the specified
High/low demand resource: In the dynamic grid application. There is no set approach to help 8&r in
environment, user may not aware of heavily/ lightlyfinding suitable resource for special purpose
demanded resources and Cognitive agent helps sn thapplication. Cognitive agent helps the user in this
regard. This information will come in handy, when respect. Even when the user knows the suitable
RRA requests for a resource which is identified asesource, it is better to consult Cognitive agesfole
heavily in demand. To acquire such a resource imaking request because there is always the passibil
intense pressure, RRA can offer a price higher thawf addition or deletion of the resource in the dyia
scheduled price. If the resource is identifiedra¢ess  grid environment. Sometimes, better suited resource
demand, the cost of the resource can be reducétby might have been added into the grid recently withou
RPA. For the purpose of identifying highly/less the user's knowledge. Similarly well-known resource
demanded resource, the NASP agent maintainmight have been deleted from the grid. So it isagisv
Utilization Factor (UF) of the system. Thus NASP better for the user to contact the Cognitive agent
plays crucial role of striking a balance betweenknow about the grid market dynamics.
demand and supply of resource guided by their
respective UF. Performance Evaluation: The evaluation by NASP is
based on the experience of RRA after utilizatiorthaf
Instantly available resource: As the availability of the resource. Success rate of the resource is fouridtingt
resources is dynamic in the grid platform, thehelp of utilization report generated by the RRA to
prospective user may not be aware of the avaitgbili NASP. This report shows the satisfaction level hed t
position of resource. Cognitive agent provides thisuser. Whenever NASP gets such report, successsrate
service to reduce delay overhead in waiting fotaindy ~ updated. The resource which has highest successsrat
unavailable resource. On receiving the requestpreferable to others. This approach helps to fimel t
Cognitive agent provides the list of freely avaiéab better suited resource when more number of matches
resources, at any given point of time and the nsay  for the request is available. Same procedure isvield
select any suitable resource on offer. If user seged also for finding out the best resource providemage
know more details of the resource before placing
request, Cognitive agent provides the resourceilsleta Negotiating and Alternate Solution Provider (NASP)
Cognitive agent updates its list of available andagent: Negotiation is the process by which agents try to
unavailable resource with the help of NASP agehis T reach an agreement for the requested resourceheéAs t
function of Cognitive agent eliminates request forgrid participants are independent identities witretse
unavailable resource and minimize the failureshi@ t policies, objectives, it is necessary to solve the
discovery process. differences between providers and requesters.
Negotiation is used in two scenarios. 1. To find ou
Transaction History: Past history of the resource helps most suitable resource when more matches occurs and
to improve the performance of the system. When th&.To finds alternate resource, when discovery faitgs
requested resource is not available, NASP triefintb  agent plays a critical role and acts as a link betw
an alternate resource. However, before going iheo t resource requester and resource provider agent. It
standard procedure to find the alternate resol&SP  performs many important functions like collectirget
checks with cognitive agent for the history of resource details from providers, match making,
transactions where alternate resources had bearegotiating and providing alternate resources lessid
provided. If past history is satisfactory for ateahate  monitoring the quality of service in the system. SFA
resource, NASP checks its current availability andand Cognitive agent occupy a unique position in the
allocates it. Thus, delay in finding an alternaeaurce system envisaged, considering the level of knowdedg
is overcome and the process is quickened. A higtbry and experience generally vested in them. To conduct
all the transactions is maintained in the system fonegotiation, NASP must follow a well-defined
reference. A transaction detail includes detailsttef  algorithm specifying the sequence of steps thatbmn
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taken at different stages of the process. NASP tagen This is the common pricing strategy that is usgd b

seeks assistance from Cognitive agent to shortHest both the RPA and the RRA. When no such agent is

most appropriate  RPA before negotiation beginsreadily available in the system, the RRA and theSRA

During negotiation, evaluation of RRA requests andhave to wait for a suitable RPA to arrive.

RPA proposals facilitate expeditious decision oe th

alternate resource. Negotiation for cost bound process: It is the process
On receiving the request from RRA agent, NASPthat should be Completed within the SpeCified cost.

searches for the RPA group that can provide thaVhen RRA requests NASP for the required resource,

requested resource. When exact match is foundYASP searches for the resource in the corresponding

resource discovery succeeds and NASP sends messa&f@up with the given cost. If multiple matches fduit

to the respective provider agent allocating thewese ~ Negotiates and finds the least cost resource dochids

and updating the tables. It then waits for theizaflon  it. When the required resource is found to be eedag

report from the requester. In case discovery filsies ~ With some other process, NASP finds an alternate

to find alternate resource based on the type afgeses Solution making a precise assessment of the de-

(time/cost bound) after negotiation. To provide allocation time. De-allocation time can be asceedi

alternate resource, NASP relaxes attributes offien t &s:

cost for cost bound process and time for time boun _

process. However for both the processes, relaxation %AT = EETC + EETW @)

allowed only within the level of relaxation factor. Where:

DAT = De-allocation time of the requested resource

Negotiation for time bound process: Time bound EpTc = Expected execution time of current process
processes should be completed within the specifiegem\y = Expected execution time of processes
time. When RRA approaches NASP for assistance, the waiting in queue)

latter searches for the resource in the relevanipgfor
the exact match, if there is no exact match then it NASP compares the de-allocation time with
searches for the resources with the requested speed maximum waiting time and when maximum indicated
the available list by relaxing other attributessuaming  waiting time is greater than de-allocation time NAS
that speed is the highest priority. On receivindtiplé  sends message to RRA informing waiting time. During
matches, it negotiates and finds the least costuree  negotiation, for time bound process, NASP will seek
for the benefit of requester. Then it sends “CON#IR resource with the given or greater speed, as higher
PROPOSAL” to the provider and allocates the resaurc speed resource may be available in some othernasou
After allocation, it waits for the utilization regofrom  name at a higher cost. If discovery again fail® th
the requester. If there is no resource satisfying t process has to continue for finding a lower speed
conditions imposed by RRA, as a last resort NASR tr resource within the permissible relaxation levelit,B
to negotiate and find the similar resource for thefor the benefit of requester, such a resource ifiest
required resource by compromising price using weighby NASP should be within relaxation factor Rf:
factor shown in Eq. 3-6. Normally compromised price
lies between price quoted by provider and pricerefd Allocation speed-requested speed<Rf
by requester:

Now in the proposed system, Rf is assumed to be

Wp = (Pr*Hr)/ (Pr*Hr + Pp*Hp) (4)  within the tolerance level which may be ascertaiinech

the requester at the input stage itself, as theestgr is
Wr = (Pp*Hp)/ (Pr*Hr + Pp*Hp) (5) the ultimate judge for deciding the permissibleelev

Similarly in the case of cost bound process, tleraace
Compromised price = PpWp + PrWr (6) level can ascertain from the requester.

NASP agent executes each transaction between the

Where: RPA and the discover agent observing specific
Pr = Price offered by requester procedure. Such a procedure facilitates maximum
Pp = Price quoted by provider advantage to both the RPA and discover agent

Hr = Hours required by the requester

Hp = Hours resource can be provided by the provider NFR extractor: NFR preferences for the grid user
Wr = Weight of requester requirements are extracted with the help ofl goa
Wp = Weight of provider based questionnaires and grid usesfepnces.
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Table 1: Goal based questionnaires

Event Preference NFR

Type grid user-id Invalid user-id Security

Type grid user-id Provide wizard or portal /guideenter the user-id without problem Usability
Negotiation Terminate the negotiation when twoipanhot come to an agreement performance
Press login/logout button Provide Wizard/Guide tesg logout button Usability
Press login/logout button Enable user to use bugftfattively at reliable places Reliability
Choose resource for application Information foraing resource is accurate and available Corrextnes
Triggers alarm Alarm resource repaired, changedhemidtained Maintainability
Triggers alarm Constraints for trigger only whethavized users access the resource. Security

Table 2: NFR taxonomy
Correctness#Reliability+#Efficiency+#Accuracy+#Cimeness+#Tolerance+#Precision+
Performance#Response+#Throughput+#Timeliness+#abifity-#Reliability-
Reliability#Efficiency+#Accuracy+#Latency-#Throughtg#Availability-
Security#ldentification+#Authorization+#Immunity+#Nrepudiation+#Privacy+#Performance-
Usability#Simplicity+#Accessibility+#Installability#Operability+#Maintainability-
Maintainability#Flexibility+#Simplicity-#Operabilit-#Usability-#Portability+
Availability#Reliability-#Integrity-#Precision-#Tloughput+#Tolerance-
Authorization#Security+#Performance-#AuthenticatiReliability+#Privacy+
Efficiency#Simplicity+#Maintainability+#Latency+#Hermance-#Maintainability-
Identification# Security+# Performance-

Authentication# Security+# Performance-

Table 3: Sample fuzzy rules

If (Efficiency is low) and (Accuracy is low) theRéliability is low)

If (Efficiency is high) and (Accuracy is high) théReliability is high)

If (Latency is low) and (Throughput is high) andvéMability is high) then (Reliability is high)
If (Latency is high) and (Throughput is low) andvéMability is low) then (Reliability is low)

The goal based questionnaire includes all possibleonflicting NFRs, the NFRs are prioritized basedtoan
questions for the activities of both resource retpre trade-off analysis. Trade-off analysis explores ¢hst
user and resource provider user. Users have to givef relaxing one NFR in order to achieve an incraase
their preferences by appropriately answering fag th another NFR. This is implemented using fuzzy rule
guestions provided by the user friendly portal gesd  sets. These rules are formulated for each NFR
for this purpose. From this portal information ‘NFR according to the conflicting and dependable NFReAf
extractor’ extracts the non-functional requirementsthe process of fuzzyfication and de-fuzzyfication
preferences for the user and redirects them taNRR system produces the result.

prioritizer'. Sample goal based questionnaires are

shown in the Table 1. RESULTS

NFR prioritizer: ‘NFR Prioritizer consists of two Java Agent Development framework-JADE
components namely 1.Conflicts Identifier 2.Tradg-of Platform has been used to develop mobile agents. Gr
Analyzer. First component ‘Conflicts identifier’ €nvironment is created using Globus Toolkit (GTd) i

identifies the conflicts among the extracted NFR&w the Scientific Linux platform. However, In order to

the help of NFR taxonomy. In ‘NFR Taxonomy’ all the identify JADE agent classes by Globus, JADE main
NFRs are associated with other conflicting andlibrary files are placed in the Globus library. Wieeer

dependable NFRs are stored. The entries in NFfelobus container is started, it will identify th&lJE
taxonomy looks like: container as shown in the Fig. 2. The agent platfoas

been split on several hosts provided there is nzavAll

Performance#Response+#Throughput+#Timeliness+#&mong them. Agents are created in Grid environments
vailability-#Reliability- among five systems. Agents are implemented asa jav
thread and Agent Communication Languages (ACL)
It states that ‘Performance’ is directly propontd messages are used for effective and lightweight
to ‘Response’, ‘Throughput’, ‘Timeliness’ and communication between agents. User friendly portals
‘Availability’ but indirectly proportional with  are created in ASP. The goal based questionnaiees a
‘Reliability’. stored in Ms-Access database. The “AGRD-NFRP’ is

The sample NFR taxonomy and fuzzy rules areproducing success rate of 85% with alternate smiuti
shown in the Table 2 and 3. After identifying the and success rate of 76% with out alternate solution
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(-] globus@globus:~
File Edit View Terminal Tabs Help

[22]: http://172.16.10.100:8080/wsrf/services/ManagedMultilobService Z
[23]: http://172.16.10.100:8080/wsrf/services/Managementservice

[24]: http://172.16.10.100:8080/wsrf/services/NotificationConsumerfFactoryService
[25]: http://172.16.10.100:8080/wsrf/servicess i 5

[26]: http://172.16.10.100:8080/wsrf/service
[27]: http://172.16.10.100:8080/wsrf/service
[28]: http://172.16.10.100:8080/wsrf/service
[29]: http://172.16.10.180:8080/wsrf/service

[30]: http://172.16.10.100:80808/wsrf/serviced|¢ £ AgentPlatforms name |addre .| state | owner
[31]: http://172.16.10.1080:8080/wsrf/service: ¢ B2 "globus.mit.in:1093/ JADE" NAME |ADD. . [STATE |OWNER
[32]: http://172.16.10.180:8080/wsrf/service ¢ 8 Main-Container

[33]: http://172.16.10.100:8080/wsrf/service B df@globus.mit.in: 1033/ JADE

Eg}: :t:iﬂxi;z-iz-ig-ig?gggg;"’“z““‘%“ ~KBAgent@globus.mit.in: 1093/ JADE
: http: .16.10.100; wsrf/service ; 7l J

[361: http://172.16.10.180:8080/wsrf/service: @ =rme@globus;mitin:1090/JADE
[37]: http://172.16.10.100:8080/wsrf/service RMA®@globus.mit.in:1099/JADE
[38]: http://172.16.10.100:8080/wsrT/service # @8 Container-1

[39]: http://172.16.10.100:8688/wsrf/service ~NASP@globus.mitini1093/JADE
[40]: http://172.16.10.100:8080/wsrf/service:
[41]: http://172.16.10.100:8080/wsrf/service:
[42]: http://172.16.10.100:8080/wsrf/service:
[43]: http://172.16.10.180:8080/WsrT/service
[44]: http://172.16.10.180:8080/wsrf/service
[45]: http://172.16.10.100:8880/wsr/service
[46]: http://172.16.10.100:8880/wsrf/service
[47]: http://172.16.10.100:8080/wsrT/service
[48]: http://172.16.10.100:8080/wsrT/service
[49]: http://172.16.10.100:8880/wsrT/services/exanples/core/Tirst/MathService
[58]: http://172.16.10.100:8080/wsrf/services/examples/core/singleten/MathService
[51]: http://172.16.10.100:8080/wsrf/services/gqsi/AuthenticationService

[52]: http://172.16.10.100:8080/wsrf/services/mds/test/execsource/IndexService

[531: http://172.16.10.1680:8080/wsrf/services/mds/test/execsource/IndexserviceEntry
[541: http://172.16.10.160:8080/wsrf/services/mds/test/subsource/IndexService

[551: http://172.16.10.180:8080/wsrf/services/mds/test/subsource/IndexServiceEntry

2009-02-25 18:26:47,859 INFO impl.DefaultIndexService [ServiceThread-11,processConfigFile:107] Reading default registration
configuration from file: /usr/local/globus-4.8.3/etc/globus wsrf mds index/hierarchy.xml =
2089-02-25 18:31:21,235 WARN usefulrp.GLUEResourceProperty [GLUE refresher 0,executionPerformed:424] Batch provider generate
d no useful information.

[@] [ [root@globus:~) |[ & globus@globus:~ |[ & [root@globus:~] | @ rRMA@gIobus mitin:10997... | <]

&
€ Applications Places System ‘@5 @ & 6:31 PM Q) ®

Fig. 2: Integration of agent and Grid environments

when the grid was heavily loaded, there were fewer
available resources in the grid and the success rat
started declining for both with and without altesna
solution.

But success rate was always higher for with
alternate solution. It was observed that numbers of
processes completed with alternate solution wereemo
than number of processes completed without alternat
solution at various stages.

R elizbility

Accuracy

Efficiency CONCLUSION

Fig. 3: Surface output for reliability This study shows the integration of agent paradigm

and grid environment. The AGRD_NFRP system
provides the environment for the execution of agent
service as one of the grid service. The AGRD_NFRP
system is proposed to enhance the known methods of
grid resource discovery with an innovative negaiat
mechanism. It plays a vital role in bridging the
seemingly wide gap between grid environment, Multi-
agent system and requirement engineering. A novel
DISCUSSION approach of deploying NASP, Cognitive agent and
NFR extractor and Prioritizer used is suggested for
It was observed that the success rate of theraystegratifying the critical functions of linking diffent
with alternate solution was consistently highemttide  domain. As the quality of the service being proudidiy
success rate of the system without alternate swluti the ‘AGRD_NFRP’ system also depends on the non-
Initially, as the number of processes increasethé functional requirements such as feasibility, religh
grid (grid load), the success rate also increaBes. performance. This study also focused on NFR
when the number of processes kept increasing i.epreferences. Further, the service provided by NASP
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NFR are identified for the grid user request and
conflicts between NFR are identified and prioritize
using trade off analysis with the help of fuzzyerglets

in MATLAB fuzzy engine. The prioritization was done
by adjusting the weight value of NFR. The surface
output for reliability are shown in Fig. 3.



J. Computer <ci., 5 (3): 191-198, 2009

agent can be considered for brokerage. Tade-off. Sim, K.M., 2006. A survey of bargaining models
analysis of ‘NFR_Extractor can be automated by  for grid resource allocation. ACM SlGecom
introducing knowledgebase. Exchanges, 5: 22-32.

REFERENCES 8.

Buyya, R., D. Abramson and J. Giddy, 2000.
Nimrod/G: An architecture for a resource
management and scheduling system in a globdd.
computational grid. Proceedings of the 4th
International Conference and Exhibition on High
Performance Computing in Asia-Pacific Region,
May 14-17, IEEE Computer Science Press, USA.10.
pp: 1-7. DOI: 10.1109/HPC.2000.846506

Chao, K.M., R. Anane, J.H. Chen and R. Gatward,
2002. Negotiating agents in a market-oriented grid.
Proceeding of the 2nd IEEE/ACM International
Symposium on Cluster Computing and the Grid,
May 21-24, |IEEE Xplore Press, USA., pp: 436-436.
DOI: 10.1109/CCGRID.2002.1017183

Czajkowski, K., I. Foster and C. Kesselnémal.,
2002. SNAP: A protocol for negotiation of service
level agreements and coordinated resource
management in distributed system. Proceeding of
the 8th Workshop on Job Scheduling Strategies for
Parallel Processing, Apr. 30-30, Edinburghl12
Scotland, pp: 153-183.
http://www.mcs.anl.gov/~schopf/ggf-
sched/GGF5/sched-GRAAP.3.pdf

Dominiak, M., W. Kuranowski, M. Gawinecki,

M. Ganzha and M. Paprzycki, 2006. Utilizing
agent teams in Grid resource managementl3.
preliminary considerations. Proceedings of the
IEEE JV Atanasoff Conference, (IJAC'06), IEEE
Computer Science Press, Los Alamitos, CA.,
USA., pp: 46-51.
http://www.ibspan.waw.pl/~paprzyck/mp/cvr/resea
rch/fagent_papers/JVA_06.pdf

Cao, J., S.A. Jarvis, S. Saini, D.J. Kerbysod an
G.R. Nudd, 2002. ARMS: An agent-based resource
management system for grid computing. Sci.
Program., 10: 135-148.
http://lwww.dcs.warwick.ac.uk/~saj/papers/arms.pdf
Cao, J., D.P. Spooner, J.D. Turner, S.A. Jarvis
D.J. Kerbyson, S. Saini and G.R. Nudd, 2002.
Agent based resource management system for grid
computing. Proceedings of the 2nd IEEE/ACM
International Symposium on Cluster Computing
and the Grid, Mar. 21-24, |IEEE Xplore Press,
USA., pp: 350-350.

DOI: 10.1109/CCGRID.2002.1017159

11.

198

http://doi.acm.org/10.1145/1124566.1124570

Sim, K.M., 2007. Relaxed-criteria G-negotiation
for grid resource co-allocation. ACM SlGecom
Exchanges., 6: 37-46.
http://doi.acm.org/10.1145/1228621.1228625
Manvi, S.S., M.N. Birje and B. Prasad, 2005. An
agent-based resource allocation model for
computational grids. Multi Agent Grid Syst., 1: 27-
http://portal.acm.org/citation.cfm?id=1233724
Muthuchelvi, P. and V. Ramachandran, 2007.
ABRMAS: Agent based resource management
with alternate solution. Proceeding of the 6th
International Conference on Grid and Cooperative
Computing, Aug. 16-18, IEEE Computer Society
Press, USA., pp: 147-153.

DOI: 10.1109/GCC.2007.36

Muthuchelvi, P., G.S. Anandha Maland

V. Ramachandran, 2008. KBRMAS-knowledge
based grid resource management for compromised
alternate solution. Int. Trans. Syst. Sci. php

3: 338-345.
http://siwn.org.uk/press/sailitssa0003.htm
Ouelhadj, D., J. Garibaldi, J.R. MacLaren, R. Sakielu
and K. Krishnakumar, 2005. A multi-agent
infrastructure and a service level agreement
negotiation protocol for robust scheduling in
grid computing. Lecture Notes Comput. Sci.,
3470: 651-660. DOI: 10.1007/11508380_66

Rana, O.F. and B. Di Martino, 2004. Grid
performance and resource management using
mobile agents. Perform. Anal. Grid Comput., 251-263
http://portal.acm.org/citation.cfm?id=976110

14. Sim, K.M., 2004. Negotiation agents that make

prudent compromises and are slightly flexible in
reaching consensus. Comput. Intell., 20: 643-662.
DOI: 10.1111/j.0824-7935.2004.00258



