Journal of Computer Science 5 (10): 745-750, 2009
ISSN 1549-3636
© 2009 Science Publications

Job Type Approach for Deciding Job Scheduling in
Grid Computing Systems

Asef AL-Khateeb, Rosni Abdullah and Nur'Aini Abdrbshid
School of Computer Sciences, University Sains Ma&y
11800 USM, Pulau Pinang, Malaysia

Abstract: Problem statement: Meta-scheduling has become very important dueh&increased
number of submitted jobs for executiohpproach: We considered the job type in the scheduling
decision that was not considered previously. Eabhcan be categorized into two types namely, data-
intensive and computational-intensive in a spectitio. Job ratio reflected the exact level of jhie
type in two specific numbers in the form of ratimdavas computed to match the appropriate sites for
the jobs in order to decrease the job turnaroumé.tMoreover, the number of jobs in the queue was
considered in the batch decision to ensure seoast-balancingResults: The new factor that we
considered namely, the job ratio can reduce thetyobaround time by submitting jobs in batches
rather than submitting the jobs one by o@enclusion: Our proposed system can be implemented in
any middleware to provide job scheduling service.
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INTRODUCTION Engine (SGEJY and ConddP. On the other hand
Meta-Scheduler manages jobs among available sites i
Currently, many applications can be divided intothe grid environment. Although there are already
jobs that turned to grid computihy to meet their available methods for Meat-scheduler, there id atil
computational and data storage needs. The emergenoeed to improve the scheduling techniques becdiese t
of scientific applications and projetfs” leads to  number of jobs running on grid has increased thase
increased the number of applications. Using disted  the system to degrade. Therefore, our focus iptinze
grid resources can benefit these applications sch the efficiency of the Meta-Scheduler by providingren
speeding up the applications process and utilizheg enhanced techniques. The task of the scheduleo is t
idle resources. However, this is possible onlyhét dynamically identify and characterize the available
resources are scheduled well. Grid scheduling isesources and to allocate the most appropriataimess
defined as the process of making scheduling dewsio for the given jobs. The resources are typically
involving allocating jobs to resources over mubipl heterogeneous, locally administered and accessiluler
administrative domains. This can include searchingdlifferent local access policies and thus the proltie be
multiple administrative domains to use a singleaddressed in this study is how to select the besfar
machine or scheduling a single job to use multiplesubmitting the underlying jobs and how many jobs th
resources at a single site or multiple sites. Sglegl  system should submit each time.
applications in a Grid environment is significanthpre In the previous study, the Meta-Scheduler decides
complicated than scheduling applications for athe best site based on the number of jobs thaaisng
traditional supercomputer because of the heteragene in the queue. While other proposed methods sefect t
nature of the Grid systems. criteria based on the data access cost; but these t
There are two different types of scheduler systemsnain criteria are insufficient for the best decisio
namely, the local scheduler and the global schedulebecause they neglect the job types, which include:
(Meta-Scheduler). The local scheduler schedules theomputational jobs and data-intensive jobs. The
jobs within its own managed site. Typically, théseal = computational jobs are the jobs that require prsiogs
schedulers cannot schedule jobs to some othemhlail time more than data access time. However, data-
sites, rather it has localized control. The mogmt@r intensive jobs are the jobs that require data actes
local schedulers are: Load Sharing Facility (8Fhe  more than processing time. Consequently, our sdeedu
Open Portable Batch System (PB%) Sun Grid selects the sites that have more processing cétjesbil

Corresponding Author: Asef Al-Khateeb, School of Computer Sciences, Ursitg Sains Malaysia, 11800 Penang, Malaysia
745



J. Computer <ci., 5 (10): 745-750, 2009

for the computational jobs and the sites that hdhee execution time. This goal is achieved by matchimg t
required data or very closed to the sites that &idbe  jobs to the appropriate resources using prediction
required data in order to reduce the data accesf@mo method because the resources are heterogeneous and
data-intensive jobs. Knowing that the cost congider administrated by different administrator domains.
here is the time required for getting the requilath. Matching jobs with resources is done by a decanéwdl

In this study, the problem is viewed in two-fold: brokering system. Each user in the grid has its own
The first-fold is how to select the best site. Thebroker and the broker inquire other brokers of pthe
selection process based on the selection criteriaecourses in order to find the best resource. The
Identifying the criteria set is not an easy task¢duse decentralized system is scalable, but the decisives
most of the criteria are dynamic and changes don@.t made without global vision and thus the scheduling
The second-fold is how many jobs the system camesults will be degraded.
submit at a time. Grouping jobs together in onelvéd Shi at . provide an adaptive meta-scheduling
a challenge problem because the number of jobs witfor data-intensive application. The data accesg, cos
each batch varies from one batch to another batcliobs in a waiting queue and the computational grigl
Indeed, determining the numbers of jobs in eachltbat all considered in the proposed system. The besttait
are subject to many factors such as: Job type, jobe selected for the underlying job should provide t
requirements and resource availability. highest computation (i.e., high speed of CPU). Adjo

The main objective of this study is to produce anbalancing between the computational power and data
enhanced Meta-scheduling system that providesaccess cost that existin grid site is achieved.
gueuing service, matching service and batchingicery Ernemannat €. proposed a meta-scheduler that
in order to establish server-load balancing anetiuce considers the geographic site location by categdhez
the job turnaround time, which is the time elapsanf  sites into time zones. The scheduler selects thettst
when the job is submitted to the grid site untd fbb  provides the nearest distance to the requiredfdathe
finishes its execution. job execution to reduce the job completion timenéés

the data access cost is the main factor that facirse
Related work: Most previous Meta-scheduling work the scheduler.
has considered data access cost and waiting time fo Zhang at e.! propose a resource selection
jobs in the queue issues. We discuss study that hadgorithm for the jobs. Each job can be submittetd i
recognized the importance of these issues for jolnultisite in order to reduce job execution timet,HBo
scheduling in the grid. this method the job turnaround time may increases

Jiangat el.M consider the job behavior in the job since the data transfer time increase among tleetsel
waiting queue as an important factor for schedulingmultisite. On another hand this method may be worth
algorithm. The data access cost also is aggregated in grid environments that the number of availabiless
the job waiting queue in order to reduce the jobbigger than the submitted jobs, but this kind ofdgr
turnaround time. Results obtained from the simulatoenvironment is very rare occurred in reality.
show better system performance than other workis tha  Anjum at e./! Data Intensive and Network Aware
consider only the data access cost in the schepulinlDIANA) is a meta-scheduler engine that schedulesjo
decisions. Knowing that the data access cost majpbs priorities, jobs queue bulk submission andepth
include: Data transfer time, data locations, steragaccess cost and computational capability in order t
access latency and response time. enable efficient global scheduling.

Ranganathan and Fostempropose a framework Some of previous approaches have been used
that include Meta-scheduling, local scheduler andyreedy algorithm where jobs are submitted to a fiest
dataset scheduler. Results show that each schedulecation (grid resource) without assessing the aglob
may influence other scheduler, Chicago Grid sinmilat cost of this action. However, this action can l¢adh
has been designed and implemented for achievirsg thskewing in the distribution of resources and casulte
work only and thus the Chicago Grid simulator is ain large queue, reduced system performance and
customize simulation tool. Regarding to the externathroughput and degradation for the remainder of the
scheduler that also called meta-scheduler, the dajabs. Obtaining local objectives may lead to achiev
access cost and the jobs waiting in queue arerhe o global objectives at the system, but it may takesem
criteria that considered in the decisions. time in the optimization process and can only aghie

Elmroth and Tordsséhthe main goal of this study global objective to some extends while in our syste
is to shortest time for job completion includingttime  global knowledge of jobs and grid resource are
for file staging, jobs waiting time in the queuedgob  aggregated and used in the scheduler engine.
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All the previous studies assume that all the jofes
same. Very few studies consider that the jobs @n b
either data-intensive jobs or computational jobsame Ko
ratio. Our main contribution is to analyze the jgbe e ;
into two values. Values reflect the exact job typwl i o [V
how much ratio for each type in order to enableemor Jobatio | Meniterng (JAMD
efficient matching of the jobs to the appropriate igoasdin
resources. More details about how to measure the jo ; ) Job{ID
ratio using predication method. On another side, th _~——="_" o Enquie | J.;m d"
grid site capability is provided by ISP and thug th —— =
computational jobs submit into the sites that hanage i
computational power and the data-intensive jobsmsub
into the sites that have less data access cost.
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Our solution encapsulates in a system that we \—1?—1 \—f—‘ #
termed as: Job-Based Meta-Scheduler System (JBMS), !

which consists of three main components namely, Job
Analyzer and Monitor (JAM), Job Decider (JD) anthJo Fig. 1: Job-Based Meta-Scheduler System (JBMS)
Batcher (JB) as shown in Fig. 1. architecture

Job Analyzer and Monitor (JAM): The JAM The JAM computes the JR from the historical data
component is responsible for analyzing the recejeed file which keeps information about the previously
in terms of job type. The job types consideredhiis t recorded jobs. Typically, the jobs as software paots
context are: Computational Jobs (CJ) and Data-$iten require similar computational power and data access
Jobs (DIJ). The computational jobs are the jobs thaeach time they execute, but there are some diffeen
require more execution time than data access tiniehw based on the program instructions flow. The job may
represents the time required for input and outp@)( use three files in one execution and may use fitles f
operations, while the data-intensive jobs are ¢hs that in another execution. Therefore, JAM record the
require more data access time than execution timemount of time required for execution and the arhoun
According to the job type the system can matchjadhe  of time required for data access for all the jabghe
with the appropriate resource. Therefore, our syste grid in the history file. The following time, whemjob
matches the computational jobs with the sites ltlaae  is submitted to the system, JAM computes the aeerag
more computational power which are representech®y t of the execution time and the average of the datass
number of the processes and their cycle speed. ¥owe time to come up with the JR.

the system matches the data-intensive jobs witlsithe If the job does not exist in the history file &she
that are very close to the required data filestlonain  job is being executed for the first time. In thiase,
order to reduce data access time. JAM assigns an estimated JR for the underlying job

The key concept of our proposed solution is notdepending on the average of other similar jobs.eOnc
only determined the job type, but also the job typethe JR is computed for the jobs, the JAM passesethe
percentage ratio or simply Job-Ratio (JR), whichjobs to the JD that manages the selection proaeds a
determines the exact job percentage requirement gfasses these jobs to the JB that manages thetipgori
either computation or data-intensive jobs. Eachtjab  and batches and submits the jobs to the approwiigte
its own ratio that is divided into two values, tfisst  location for execution. JAM monitors the jobs under
value indicates the job computation executionexecution by measuring the job execution time dned t
requirement and the second value indicates the datiata access time for each job in order to savendve
intensive I/O requirement. For example, a job l®r data into the history file for further decisionsuéto
3:1, this means that the job needs 75% computdtionghe amount of times the job is executed the JR lvill
execution and 25% data intensive I/O. This ratib @  more accurate and reflect the exact job type.
used latter by the JD component to decide the exact The JAM measures the Job Execution Time (JET)
appropriate site for submitting the jobs. In thimiext, by using the following equation:
the ratio is playing a major role in the selectitatision
which weights for each job type. JET=JTT- JIOT (1)
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Where: DPR= 1 Data accesscask)

JTT = Job Turnaround time, which is the period of n
time when the job is submitted into the site ;Da’[aaCCGSSCQSfe)
until the job finishes the execution

JIOT = Job Input and Output Time, which is the ltota
time required for 1/0 operations where the job
is being executed

(6)

Data Access Cost is the aggregated cost for all
required files for the underlying job and for eatdta
access file the cost is the transfer time which is

Likewise, the JAM also monitors the jobs underco'm)Uted as follows:

execution by using some other existing tools and o
measures the JIOT by the following equation: Transfer time= —11©_SiZ&ws) @)
Bandwidthws / sec)
JIOT=JTT - JET 2
Step 3: The number of the jobs in the queue should be
Accordingly, the job-ratio that has the form CJR:considered in the selection process before sulmmitti

DIJR is computed as follows: any group of jobs and to know the required timeckhi
remains in the queue, in order to ensure serval-loa
cir="ET. 100 3) balan_cing among the grid sites. Thus the QueueoRati
(QR) is computed as follows:
JIOT i i
DR =ﬁx100 (4) OR=1- nNo. of jobs in queue )

> No. of jobs in queu
CJR and DIJR are multiplied by 100% for clarity =
and to deal with CJR and DIJR as percentage ratios.
Therefore, the JR (CJR: DIJR) are the values thaPtep 4: For each site, the site ranked as follows:
reflect the exact job required time for executiow ghe

required time for data access. Such that: Site rank = (PPR*CJR) + (DPR*DIJR) + QR (9)

* CJR represents the execution time required by &tep 5: Sort the site rank in descending order for each
job job in the job handler queue.

» DIJR represents the 1/O operations time required
by a job Job Batcher (JB): The JB collects the jobs in batches

and sends the jobs to the selected ranked sitas JB

Job Decider (JD): The JD is responsible for finding esponsible for determining the number of jobsdfach
the appropriate site for the underlying job. JDk&athe  paich hased on the JAM and the Grid Information

available sites for each job according to the foil  ggpyice (GISF18 such as Network Weather Service

steps: (NWSY*. The JB gets the ranked sites from the JD and
decides the job batching by performing the follogvin
Step 1. There are several types of jobs which requiresteps:

more of the computational process and need more

processing power to submit for the site which hasem e 1: For each site, the available number of jobs in

capability processing power. Thus the Process Powgfg site will be the number of the jobs in the haiad
Ratio (PPR) is computed as follows: computed as follows:

PPR= nPFOCESS powedie) (5) Available No. of jobs=Queue lenght-cunteNo. of jobs (10)
> Process poweie)
= Step 2: For each job in the job queue handler, the first

job is assigned to the site that has the first .réinthe
Step 2: Data-intensive jobs are the jobs that requirequeue of the underlying site is full, then the jeill be
data access more than processing power. The Datssigned to the second ranked site and so forthalint
Power Ratio (DPR) is computed as follows: the jobs are assigned to the related sites.
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Step 3: JB submits the jobs related to each batch to théable 1: Jobs and related ranked sites example

correspondence site. Job ID Ranked site
Job 1 1 5 4 2 3
. . i Job 2 3 4 5 1 2
Step 4: JAM monitors all the jobs under execution and job 3 2 1 5 4 3
measures the JET and JDAT. Accordingly, the new joljob 4 5 3 1 2 4
ratio will be computed and updated in the historyJoP5 4 L s 2 5
; . o Job 6 2 4 1 5 3
file. TET and JDAT is computed for each job in the ;g - 3 1 5 2 5
grid. Each time any job executed, the job ratid W  jobs 1 4 3 2 5
update. Since the grid sites are varying in theirdob 9 5 4 3 1 2
capability power, reference point should be used td2P10 2 1 4 3 5
uniform the PP for all the sites in order to exptse
JET and JTT, as computed by the following equation: Table 2: Jobs batched example
Site ID Available No. of jobs Batches job
v 1 NN
RITT= LR s g7 (11) 2 1 3
RPRsite) 3 3 &, J7; J.lO
4 2 AN
Where: 5 2 4 b
RJTT = Ratio Job Turnaround Time
PP = Process Power for the Job Site CONCLUSION
RPP = Reference Process Power which is constant
value In this study, we have introduced a job resource

) ~_ matching policy. The job execution time and theadat
Step 5: Very huge data may reordered in the historicalyccess time for each job is monitored and comptaed
file gradually over time. Therefore, a new methed i ,.q\ide the Job-Ratio. An elaborate prediction figrc
used in order to keep only the_ average ratio bXs produced for computing the Job-Ratio based en th
computing the new average eagh time a specifiagob history file and other grid services tools. Also we
executed, as the following equation: introduced job batches policy that based on jobs’
R priorities and sites capabilities in order to rezlube
NewAv = OldAVJ;_EI_LT;RJTT (12) time and balancing the workload among grid sitas: O
system can be implemented in real grid middleware
such as Glob{fg'.

NewAV =New Average
OldAv = Old Average
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