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Abstract: Problem statement: This study introduced an application of pattereetrbased
classification technique in the area of objectquiéd software quality estimation. This application
explored the fault prediction accuracy of pattemes. Approach: Similarity measures and fuzzy
aggregations employed in the pattern tree techniquebbeen used to generate tree models for fault
detection in software modules. Experiments had hmsformed on datasets namely, KC1 and KC3
obtained from NASA's metric data program. Patteaetmodels were built using metrics from the
object-oriented software datasd®esults: AND/OR, OWA and WA had been selected for pattege t
induction. Pattern tree models build using RMSEilgirty measure produced higher accuracy as
compared to other similarity measur€anclusion: The proposed application succeeded in improving
the quality of the object-oriented software in teraf prediction accuracy. Pattern trees models were
found to be less structural complex as comparddzny decision trees.
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INTRODUCTION common reasons of complexity in modern systems.
Software faults are the defects that cause a smdtwa
Advances in distributed object technologiesfailure in an executable product (Khoshgoftaar and
dramatically impact the development process ofSeliya, 2002).
distributed software applications. In particulame for A lack of quality in design process can make
providing new distributed services is decreasingcorrect implementation impossible. If these faulte
because applications are not built from scratch anyot found earlier in object-oriented software meadul
longer (Denaro et al., 2003). Object-oriented then it will be very costlier to fix them in the e&n
technology brings great ease in software redevedopm thereby decreasing the quality of the end product.
areas. One of the new issue is that how to developinding faults in the early stage increases thdityuaf
quality of the system and how to measure and ingrovthe end product and prevent ripple effects from the
software quality for both development and re-changes later in the software development life eyitl
development. Object-oriented design plays a pivotals wise to isolate the faults as early as possibesign
role in software development, because it determines phase. Therefore estimation of quality of softwhees
structure of the software solution (Khanhal., 2006). become an important factor in software development.
Software quality estimation is a key factor in Software metrics have become essential in software
developing a software system. High-assurance sodtwa engineering for several reasons, among which qualit
systems depend on the stability and reliability ofassessment and reengineering. In the field of sofw
underlying software. The goal of software quality evolution, metrics can be used for identifying &tatr
estimation is intangible in an actual projectunstable parts of software systems (Lanza and Bacas
environment. The quality cannot be directly checlked 2002). Software metrics is a necessary step folitqua
the product, it must be planned right from theand reliability (Wanget al., 1997).
beginning. The failure rate of software is hightire Decision tree is one of the simplest software
early stage of software development life cycle, ttue quality modeling techniques used in software gyalit
the undiscovered errors or faults. Software faalts estimation (Ishragt al., 2009). Decision tree is one of
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the most widely used practical methods for indwetiv SAB _AnB
inference (Mitchell, 1997). Software quality esttina (A.B)= AOB

models have been built using various decision tree

techniques. Khoshgoftaar and Seliya (2002) andyhere,n and[ denote a certain t-norm operator and a
Wanget al. (1997) have applied regression treei onorm respectively. Usually, the MINY and
algorithms for software fault prediction. Khoshgait MAX([) operators are used. According to the

and .Seliya (2.002) an.d. Khaet al. (20(_)6) hav_e also definition, 0< S(A,B)< 1. in practice, this measurement
applied classical decision tree algorithms like 5C4. can be computer as:

CART and S-Plus for software quality estimatione3é
models effectively minimized software failures and

(1)

improved the reliability of the software systems. zm [a (X)) Oug ()]
Classical decision trees and ensemble techniqueS(A,B)= ::1 (2)
(Ishrat et al., 2009), fuzzy decision trees technique Z__ [Ha (X)) Opg (x))]
(Ishratet al., 2010) have been applied to build quality =
estimation models for object-oriented software data
Where:
m, = The crisp values are discredited in

. . Xi,j=1....,
Pattern trees. Like decision trees, pattern trees are an’’ :
effective tool for classification applications. Aovel _
pattern tree induction method has been proposed tHa(Xjandig (x )=

the variable domain
The fuzzy membership values of x

build the pattern trees, by means of the similarity for Aand B
measures and different aggregation operators (Huang
and Gedeon, 2006). A pattern tree is used to reptes An alternate similarity definition proposed by

pattern of data which belong to the same class.etnd Huang and Gedeon (2006) and Huahgl. (2008) for
binary context, the fact that a data matches angivepattern tree construction is Root Mean Square Error
pattern tree induces that the data should be fikdsi (RMSE) based fuzzy set similarity. Consider tha th
into the class that the pattern tree representsletJn Root Mean Square Error of fuzzy sets A and B can be
fuzzy context, the matches of a data and a givélenpa compared as:
tree would not be crisp yes or no, instead, a tvaibe

which is in the range of [0, 1] is obtained to eeflhow m 2
confident a data should be classified to the dlaasthe ijl(“A(xJ) ~Hg (X))

pattern tree represents (Huang, 2007). A pattem is RMSE(A.B)= m (3)

a tree which propagates fuzzy terms using different

fuzzy aggregations. Each pattern tree represents a The RMSE based fuzzy set similarity can be
structure for one output class which is locatethattop  gefined as:

as the root of the tree. The pattern tree induction

methods are based on similarity measures and fuzzy

aggregations. Note that all the nodes within thigepa ~ SiM(A,B)=1- RMSE(A,B) (4)
trees are leaf nodes. When a new data sampletésites _ o
over a pattern tree, it starts from the bottom ésaand The large value Sim(A, B) takes, the more similar

travels to the top. It finishes with a truth value A and Bare.
indicating the degree of this data sample belonging
the output class of this pattern tree. The outpassc
with the maximal truth value is chosen as the mtéezh
class (Huang and Gedeon, 2006).

Fuzzy aggregations. Fuzzy aggregations are logic
operators applied to fuzzy membership values ozyfuz
sets. They have three sub-categories, namely tsnerm
conorm and averaging operators such as Weighted
Averaging (WA) and Ordered Weighted Averaging
Similarity measures: Let A and B be two fuzzy sets (OwA) (Huang and Gedeon, 2006; Yager, 1988). In
(Zadeh, 1965) defined on the universe of discoltse fuzzy sets theory, triangu|ar norms (t-norm) and
The commonly used fuzzy similarity definitions are triangular-conorms (t-conorm) are extensively used
shown in Table 1, where andO denote a certain t- model logical operatorand andor. The basic t-norm
norm operator and a t-conorm respectively. Theyuzz and t-conorm pairs which operate on two fuzzy
similarity (Chaoet al., 1996) between them can be membership values a and b,b0[0,1] are shown in
defined as: Table 1.
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Table 1: Basic t-norms and t-conorms pairs Table 2: Datasets used in the experiments

Name T-norm T-conorm Project LanguageModules Metrics Defects (%)Description

MIN/MAX min{a, b} = alb miax{a, b} = db KC1 C++ 2107 26 155 Storage management

Algebraic AND/OR ab at+b-ab for processing a(?(é .
fawi +b- infa+ receiving ground data

Lukasiewicz max{z+b-1,0} min{a+b-1} KC3  Java 458 42 6.3 Processing and

EINSTEIN ab at+b delivery of satellite

2-(a+ b— ab) 1+ab metadata

The aggregations above are only shown to apply to

. ) ) 1. Comment: Initialization
a pair of fuzzy values; they can also be applied to 2 P=Adi=L izl m
multiple fuzzy values as they retain associatively. 3 o Sin(P.X

. . . . . o = argImax v 4
A WA operator of dimension n is a mapping 0 = LM Sim(P. X))
n hat h iated | 4. Comment: Induction
E:R" - R, that has an associated n-elements vector 5. fork=1todstep 1 do
6. {F..5 ) =argmax gy [SIM(C, | ¥S, X )]

W = (Wy,Wo,...w, ) ,w;0[0,1,1< i< n and zhl""i =1
i=

Sy

n T G=Ce, S
so thatE(a ....a F z wa. 8. if sim(C,.X,) < Sim(C,_. X, ) then
= 9. k=k-1
An OWA operator (Yager, 1988) of dimension n is 10. break

11. endif
12. end for

13. return Cy

a mapping:R" - R, that has an associated n-elements
vector,  w=(Wy,wy,...w,) ,w,0[0,1],k i< n and

= Fig. 1: Induction of simple pattern tree
jth largest element of the collection{a.,a,}.

The fundamental difference of the OWA from WA Data preprocessing: These datasets have been
aggregation is that the former does not have écpéat  preprocessed to a format acceptable by the patteen
weight w associated for an element, rather a weight isoftware tool, before they are used in the experime
associated with a particular ordered position o th For all datasets, a simple fuzzification methodeldasn
element. The main factor to determine whichthree evenly distributed trapezoidal membership
aggregation should be used relies on the relatipnshfunctions for each input variable i.e., metricsnfrohe
between the criteria involved (Huang and Gedeondatasets is used to transform the crisp to fuziyega
2006). (Huang, 2007). The whole datasets are divided into

training and test sets.

MATERIALSAND METHODS

Pattern tree induction method: Assume a dataset has
Datasets: The empirical software datasets used in then input variables A= 1,2,...,n and one output variable
case study have been taken from NASA IV and VX. Further assume that input variables each have m
Facility Metrics Data Program, a freely available fuzzy linguistic terms denoted ag A = 1,2,...,m and
repository website. This repository contains sofewa output variable has k fuzzy or linguistic terms diexl
metrics and associated error data. The two datasets X, = 1,2,...k. That is, each data point is
namely, KC1 and KC3 have been used contains af set cepresented by a fuzzy membership value vector of
software metrics and an additional attribute cafledt,  dimension (nm+k). The task is to build k patterees
to check whether a module is faulty or not. Theltfau for the k output classes (fuzzy or linguistic tefymEhe
prone modules constitute only small portion in thetask is to build k pattern trees for the k outplatsses
datasets (NASA, 2008). The numbers of cases cellect (fuzzy or linguistic terms). The induction of patie
in these datasets belong to one of the two clasiffesr  tree, say for class gXis described in algorithm shown
faulty or non-faulty. Each dataset contains différe in Fig. 1. The induction of other pattern treeddak
number of software metrics. The metrics involved inthe same principle.
the datasets were taken as independent variabke. Th  In the initialization, the set of primitive tre€sis
dependent variable is fault or non-fault modulesconstructed, in which each fuzzy term,A=1,...,n,
Table 2 shows the description of the datasets. j =1,...,m is use to construct a primitive patterset
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The primitive tree which has highest similarity to Table 3: Prediction accuracy of pattern tree

output class ternX,, is then selected as the initial Pattern tree KC1 KC3
candidate tree {Here P indicates that it contains a setPrediction accuracy 96.51% 95.80%
of trees in contrast to one tree such asT@e subscript

of zero in @ indicates that tree has zero depth. InTable 4: Prediction accuracy of pattern tree amdyfudecision tree
induction, the aggregation is attempted between th@ata sets Pattern tree (%) Fuzzy decision tree (%)
previous candidate tree.€and any primitive tree S KC1 96.51 96.40

in the primitive tree set P, using any aggregation 95.80 9550

drawn from the aggregation s¢gt Wheny = WA or

P = OWA, the weights which make the aggregated
term most similar to class term used. A constrant
imposed upon the aggregation: The primitive tree S
cannot be a subset tree of the candidate tggevihich

prevents a primitive tree being used in the agdeeja  rremo
tree more than once. Among all aggregated trees, th
one which has the highest similarity to class t&gnis
selected as the current candidate trgen®ich has one
more depth than the previous candidate tree @ the
candidate tree has reached the pre-defined depdh d,
the new candidate tree, ®@as a lower similarity tX, 19- 2 Pattern tree for class 0 of KC1 dataset

than the previous onecG, the induction stops and the
tree which has the highest similarity is returnsdtltze
\ FTerm
WA :

FTerm0
WA

FTerm0
ND
FTerml @

optimal tree. In this algorithm, an aggregation ae
happens between a candidate tree and a slave ipemit
tree. The aggregated trees thus always have org fuz
term as its right child for the internal node. Thisd of
tree is denoted as simple pattern trees. In cdntras FTerm?2
pattern trees which do not have such a constraint i
referred to as general pattern trees (Huang, 2007).

FTerm0
RESULTSAND DISCISSION

The experiments have been carried out using KC1 @
and KC3 datasets. The aim is to estimate the guaflit
the object-oriented software by predicting the namb Fig. 3: Pattern tree for class 1 of KC1 dataset
of faults. Pattern tree models were built usingthd
software metrics from the two data sets. Out of all In Fig. 3 the following metrics corresponds to the
aggregations mentioned above and /OR, OWA and WAyymbers inside the oval shapes:
have been selected for pattern tree induction. RMSE
and Jaccard similarity measures are tried on thh bo,
datasets, out of which RMSE produced promising, 52282—288m$
results. The maximum depth id set to 3 and the -
candidate tree level is 2. The performance of both ERROR_COUNT

datasets is shown in Table 3. LOC_CODE_AND_COMMENT
In Fig. 2 FTermO and FTerml are the fuzzy terms o
associated with their respective input variables the The performance of the proposed application is

metrics. The oval shapes are input variables aed thevaluated and compared with the fuzzy decision tree
number inside these oval shapes denote the folpwin(Ishratet al., 2010) models. The prediction accuracy of

metrics participated in pattern tree induction: the pattern trees and the fuzzy decision treesloen

in Table 4. It can be observed that pattern trees
* ERROR_REPORT_IN_1_YR performed in a consistent way for both dataset® Th
* HALSTEAD_LEVEL pattern tree results in higher classification aacyr
« ERROR_DENSITY than fuzzy decision tree. Structural complexity of
*  NUM_OPERANDS pattern trees is less than fuzzy decision trees.
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CONCLUSION Ishrat, R., R. Parveen and S.l. Ahson, 2010. Object
oriented software quality estimation-a fuzzy
This study has proposed a new application of decision tree perspective. Int. J. Math. Sci. Eng.
decision tree termed pattern trees, which makeofise Appli., 4: 33-46.
different aggregations including both t-norms and t Khan, R.A., K. Mustafa and S.I. Ahson, 2006. Sofeva
conorm, for quality estimation in the area of objec Quality: Concepts and Practicelst Edn., Narosa
oriented software. Like decision trees, patteredrare Publications House, New Delhi, ISBN:
found to be an effective tool for -classification 9788173197222, pp: 216.
applications. The pattern tree induction methods arKhoshgoftaar, T.M., N. Seliya, 2002. Tree based
based on similarity measures such as RMSE and fuzzy software quality estimation models for fault
aggregations OWA and WA. The pattern trees have prediction. Proceedings of the 8th IEEE
been generated for faults prediction in the soféwar Symposium on Software Metrics, June 4-7, IEEE
modules using all the metrics from the dataset® Th Computer Society, Washington DC., USA,,
pattern trees build using RMSE similarity measure  pp: 203-203. DOI: 10.1109/Metric.2002.1011339
produced best results. The pattern trees performedanza, M. and S. Ducasse, 2002. Beyond language
consistently. The comparison to fuzzy decision tree independent object oriented metrics: Model
shows that the pattern tree can obtain higher independent metrics. Proceedings of 6th

classification accuracy. The pattern trees are dowmn International ECOOP Workshop on Quantitative
be less complex in structure than fuzzy decisieadr Approaches in  Object-Oriented  Software
Engineering, (QAOOSE’'02), BIBTEXMalaga,
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