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Abstract: Problem statement: Image recognition is a challenging problem redeens had been
research into this area for so long especiallyhenrecent years, due to distortion, noise, segrtienta
errors, overlap and occlusion of objects in digitahges. In our study, there are many fields cancer
with pattern recognition, for example, fingerprivgrification, face recognition, iris discrimination
chromosome shape discrimination, optical charaeognition, texture discrimination and speech
recognition, the subject of pattern recognition egp. A system for recognizing isolated pattern of
interest may be as an approach for dealing withh sapplication. Scientists and engineers with
interests in image processing and pattern recagnitave developed various approaches to deal with
digital image recognition problems such as, neuratwork, contour matching and statistics.
Approach: In this study, our aim was to recognize an isalgtattern of interest in the image based on
the combination between robust features extracidhere depend on size and shape measurements,
that were extracted by measuring the distance anthgtrical measuremenResults: We presented a
system prototype for dealing with such problem. $iistem started by acquiring an image containing
pattern of fish, then the image features extractisnperformed relying on size and shape
measurements. Our system has been applied on f2@edif fish families, each family has a different
number of fish types and our sample consists aindis350 of fish images. These images were divided
into two datasets: 257 training images and 93rtgsthages. An overall accuracy was obtained using
the neural network associated with the back-prof@galgorithm was 86% on the test dataset used.
Conclusion: We developed a classifier for fish images recagnitWe efficiently have chosen a
features extraction method to fit our demands. €lassifier successfully design and implement a
decision which performed efficiently without anyoptems. Eventually, the classifier is able to
categorize the given fish into its cluster and gatize the clustered fish into its poison or noispo

fish and categorizes the poison and non-poisoniiishits family.

Key words: Neural network, ANN, feature extraction, distancel geometrical tools, digital image
recognition and feed forward back propagation atlgor, poison and non-poison fish

INTRODUCTION image recognition has been extremely found and
studied. Various approaches in image processing and
Recently, a lot of study was done by depending ompattern recognition have been developed by sctentis
the computer; In order to let the processing timéé¢ and engineers to solve this problem (Al-Ometrial.,
reduced and to provide more results that are atgura 2009; Chenet al., 2001). That is because it has an
for example, depending on different types of datesh  importance in several fields. In this study, systkm
as digital image and characters and digits. Inotde recognized of fish image is built, which may benefi
automate systems that deal with numbers such asrious fields, the system concerning on isolatitiepn
Fingerprint  verification, face recognition, iris of interest, the input is considered to be an imafe
discrimination, chromosome shape discrimination,specific size and format, the image is processatl an
optical character recognition, texture discrimioatand then recognized the given fish into its cluster and
speech recognition. And an automatic fish imageCategorize the clustered fish into poison or noisqo
recognition system is proposed in this study. Rigit fish and categorizes the non-poison fish into atsify.
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The proposed system recognizes isolated pattefistof And the vast majority of research-based
as the system acquire an image consisting pattern alassification of fish points out that the basiolgem in
fish, then, the image will be processed into sdverathe classification of fish; they typically use simal
phases such as pre processing and feature extractigroups of features without previous thorough anslys
before recognizing the pattern of fish. A neurdlwwek  of the individual impacts of each factor in the
used for the recognition phase. classification accuracy (Alsmadi al., 2009; Leeet al.,
2008; Tsai and Lee, 2002).
Problem statement: The problem statement of this
study extracted from the previous studies, severaRelated study: Selecting suitable variables is a critical
efforts have been devoted to the recognition oftalig step for a successful implementation of image
image but so far it is still an unresolved problddue classification. Many potential variables may beduse
to distortion, noise, segmentation errors, overdayl image classification such as shapes and textureitand
occlusion of objects in color images (Batial., 2008; can be done by the feature extraction process. The
Kim and Hong, 2009). Recognition and classificatsn purpose of feature extraction is to determine thustm
a technique gained a lot of attention in the laslirg  relevant and the least amount of data representafio
wherever many scientists utilize these techniques ithe image characteristics in order to minimize the
order to enhance the scientific fields. Fish reddgm  within-class pattern variability, whilst, enhancinle
and classification still active area in the agrhoré between-class pattern variability. There are two
domain and considered as a potential research igategories of features: Statistic features andciiral
utilizing the existing technology for encouragingda features. Feature extraction from an image is aomaj
pushing the agriculture researches a head. Althoughrocess in image analysis. An image feature is an
advancements have been made in the areas g@firibute of an image. Image features can be dledsi
developing real time data collection and on impngvi into two types: natural and artificial ones. Theunal
range resolutions (Patrickt al., 1991; Neryet al.,  features are defined by the visual appearance of an
2005), existing systems are still limited in thability image such as luminance of a region (Wasl.,
to detect or classify fish, despite the widespreacbgos), whilst artificial features are obtained freome
development in the world of computers and SOﬂwaremanipulations of an image such as image amplitude
There are many of people die every day because thgysiogram and filters (Petrou and Kadyrov, 2001).
do not have the ability to distinguish between ppiS 1346 analysis requires the use of image featimas t
fish and non-poison. Object classification problé@s .51 re the characteristics of the objects depisted
at the core of the task of estimating the prevaleol ai they are invariant to the way the objects are
each__ﬁs_h SPECIES. Solution to the a‘uwmat'cpresented in the image. Historically, the proce$s o
_cIaSS|f|cat|0n of the fish should address the teig extracting image features has been anthropocefitnie:
Issues as appropriate: features calculated are defined in a way that captu
the attributes the human vision system would reizegn
in the image. Thus, features like compactness,
i brightness are features which have some physiahl an
arbitrary

» Feature variability; some features may presen?erceptual meaning. It is_not however necessaryr_ﬁe_)r
large differences a;nong different fish species eatures to have a meaning to th? human perception

e Environmental changes; variations in illumination ord_er to characterize well an Ob]e.Ct' Indeed, featu
parameters, such as power and color and watevlthCh broader_1 the human percepthn may prove to be
characteristics, such as turbidity, temperature, no™©°'¢ appropriate for the characterization of comple

uncommon. The environment can be either outdoopt"Uctures, like the objects often one wishes emiidly
or indoor in an image (Szet al., 1999). Zionet al. (1999)have

«  Poor image quality; image acquisition process Car{proposed a class_lfler based on color and_ shaperésat
be affected by noise from various sources as welPf fish to deal with the shape-based retrieval [&ob
as by distortions and aberrations in the opticall "€y mentioned about the necessity of using shage a
system color of fish to search the fish database of Taivildre

«  Segmentation failures; due to its inherent diffigul  developed technique is able to perform scale and
segmentation may become unreliable or fajlrotation invariant matching between two fishes. A
completely target object selected by a bounding rectangledag
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processed by a foreground/background separatign steto 9 species, where the detection percentage of the
The target object (foreground part) is then corecert classification process was 90%.

into a Curvature Scale Space (CSS) map. In order fo
performing rotation invariant matching, The authors MATERIALSAND METHODS

further converts the CSS map into a Circular Vector  Thjs study had focused on five hundred images of
(CV) map and then find its representative vectaea fish which collected from Global Information System
on the concept of force equilibrium. After rotatittte  (GIS) on Fishes (fish-base) and department of fiske
representative vector into the canonical orientatio Malaysia ministry of agricultural and Agro-based
every unknown object can be compared with the modéhdustry in Putrajaya, Malaysia region currentlize t
Objects efﬁcient|y_ An image_processing a|gorithm database contains 500 of fish images. Data acquined
developed by Zioret al. (1999)and Shutler and Nixon 22th August, 2008, are used.

(2001) has been used for discrimination betweeRrne feature selection approach: Feature extraction
images of three fish species for use on freshwi@br refers to a process by which fish attributes are
farms. Zernike velocity moments were developed bycomputed and collected from size and shape
Dudaniet al. (1977), to describe an object using notmeasurements through the distance and geometrical
only its shape, but also its motion throughoutrmage tools. The goal of a feature extraction determiaes
as claimed by Mercimekret al. (2005). Classification largest set of features.

is the final stage of any Image-processing systérerey Anchor/landmark points location detection: In the
each unknow_n _pattern is aSS|gned_t_o a category. The. . "ond shape measurements, a number of
degree of difficulty of the classification problem anchor/landmark points are required to be detemhine
depends on the variability in feature values foeots 5 |abeled in Fig. 1. Anchor/landmark points dedect

in the same category, relative to the differendsveen s the goal in several works during the last fevarge
feature values for objects in different categories.The aim of point detection is to detect a relewseitof
Mercimekmet al. (2005) and Leest al. (2008) have point to get the anchor point for patterns of iegtr The
proposed shape analysis of images of fish to déhl w goal of anchor point detection in our study is to
the fish classification problem. A new shape arialys determine seventeen labeled points that will give t
algorithm was developed for removing edge noise anéPcation of each features determined for fishes
redundant data point such as short straight line. ecognition. Then it .W'" be used to calculate the
curvature function analysis was used to locatdcaetit eatures geometry (distance and angle tools) fer th

. . . recognition purpose described in chapter four.
landmark points. The fish contour segments of eger After detecting the anchor/landmark points over

patterns were then extracted based on landmarkspoin,o image, we can extract the features from the @i
for species classification, which were done byshape measurements.

comparing individual contour segments to the cuines
the database. Regarding the feature extractionepsoc
the authors tackled in their research the following
features: Fish contour extraction; fish detectiomd a
tracking; shape measurement and descriptions (i.e.,
shape characters (features), anal and caudal fih an
size); data reduction; landmark points; landmariiso
statistics (i.e., curve segment of interest). kirtistudy,
they have chosen nine species of fishes that have
similar shape characters and the total of featwas
nine features. Also, they recommended that thes@teci
tree is considered as a suitable method to obfgim h
accurate results of fish images based on the common
characters used, such as: Caudal, anal and adipose
Furthermore, the authors claimed that the number of
shape characters needed to be used and how tbeumse t
depending on the number of species and what kind of
species are required by the system to be classified
Their experiments conducted 22 fish images thairlgel  Fig. 1: Anchor/landmark point locations
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Size measurements. This group of measurements Table 1: Distance measurements

consists of planar measurements on the fish's anela  'd.num __ Feature Name Feature description

fish’s length and width. These features are noafimnt Pl Distance between the frontof  Dist (P1, P2)
der translation, scales and rotation; they ar fish and the start of the caudal fin

un S _ ; y arg, Fish Width excluding the upper  Dist (P3, P4)

fundamentally role in computing other relevant and lower fins

features. D3 Fish Mouth length Dist (P5, P6)

D4 Dorsal Fin Length Dist (P3, P7)
Shape measurements. Using shape measurements, theD5> Caudal Fin Length Dist (P8, P9)
external contour and edge detection of the pat@rn Distance between the right-end Dist (PS, P15)
. . g . of mouth and the eye center

each fish and to de_termlne the significant simjari p7 Distance between the right-end Dist (P5, P3)

part, such as the tail shape. Furthermore, thrabgh of mouth and the start of dorsal fin

usage of distance and angle tools, the followimguiees D8 Distance between pelvic finand  Dist (P4, P5)

can be determined: The size of mouth, angle of head | ;:er:‘?nh}_e%?hm mouth Dist (P10, P11)

caudal fin length, dorsal fin length, caudal awhel.the D10 Pelvic fin length Dist (P12, P4)

angle between the mouth and the eye. Besides, by

dividing the fish into two parts it can be a sigeaht A

step in obtaining a high accuracy of fish clasatiin.
According to Fig. 1a and b, two different vectore a
drawn based on the maximum and minimum points on B 9
the x-axes as well as y-axes, finalizing the triang

drawing process by connecting lines between the

maximum and the minimum points on x-axes with the
maximum and minimum points on y-axes. This will
lead to the classification process through theutation

of vector's angles between three points.

@

Fig. 2: The angle between two vectors

Similarly, given points (X yi, z) and (%, Y2, 2)
Calculation of extracted features. For the size and the distances between them, are given by the farmul
shape measurements we used the distance and angle
measurements to calculate their features. Thendista d:\/(Ax)2+(Ay)2+(Az)2
measurements is the length of twelve landmark point _\/ IV SV S ——"
(P1, P2, P3, P4, P5, P6, P7, P8, P9, P10, P11,4312) VX2 7X)" +(y2=y.)" +(z:=2))

shown below in Fig. 1a. While the angle measurement ) ] ]

are the angles between three landmark points ((P43, The distance calculation can be seen in Tabledl an
P14), (P15, P5, P6), (P18, P11, P12), (P16, P2) plyeferr_ed to the ten landmark points as in Fig. Hans
and (P16, P18, P17)) illustrated in Fig. 1b. THected the distance between mass points as in T.able JneThe
anchor/landmark points are explained in Table 12nd are ten features produced from this distance
This calculation of the distance and the angle bl Measurement category.

explained in the next subsection.

()

Calculate the angles: An angle can be defined as two
Distance measurements. Distance is a numerical rays or two line segments having a common end point
description of how far apart objects are at anyegiv The endpoint becomes known as the vertex. An angle
moment in the time in physics or everyday discussio occurs when two rays meet or unite at the same
distance may refer to a physical length, a periogt endpoint. The angles between two vectors, as we sho
or estimation based on other criteria (e.g., “twartties  in Fig. 2 can be identified &ABC or JCBA. You can
over’). In mathematics, distance must meet moreso write this angle aslB which names the vertex
rigorous criteria. (common endpoint of the two rays).

In neutral geometry, the minimum distance  The distance formula as mentioned previously can
between two points is the length of the line segmenysed to find the distance between two points (A&n@
between them. C). Once the two side measurements are known, the

In algebraic geometry, the distance ‘d’ between th internal anglest¢” can be found as well. When the angle
points A = (%, y1) and B = (%, y,) is given by the (g) is unknown, the cosine rule is the only optiofiitol

formula: the angle. This is represented by an angular separa
: - : ; formula that represents cosine angle between two
d=y/@x) + @y) = (%, = x,)*+ (¥, - ¥,) (1) vectors. Basically, from vector algebra we remember
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that cosine angle between two vectors can be The developed neural network is trained with
represented as dot product divided by length otwee  Termination Error (TE) 0.01 in 411 epochs the vaifie

vectors as shown in Fig. 2: learning constant Learning Rate (LR) used is hour
experiment we built the neural network with numbér
a.b input features, three hidden layers and different
cosB = 3) . .
lal.|b| numbers of neurons in order to achieve our goaé Th

Table 3 shows the number of input features and eumb
The length of a vector (also known as modulus) i?f neurons for each layer that determined

the root of square of its coordinate: experimentally.
lagJd+ 3+ .+ & 4) Experimental result: As we shows in Fig. 4, the

accuracy of recognition test results for each feghily

(20 families) based on the size and shape measoteme

are varied from a family to another. These results

indicated a high accuracy of each fish family ragtgn

cosd = ab+ab+ .+ 3gh (5)  percentage, which are lies between 75% as minimum
\/af+ &+ .+ §+\/ B+ B+ .+ B percentage of accuracy and 97% as a maximum

percentage of accuracy. Some of the results thdose

to the minimum percentage (e.g., Sillaginidae)dare to

share some common features with each other (e.g.,

Stromateidae) which causes a noise identification

_ . interruption to the neural network. However, in tiker
Angle degrees = Theta *(180/ ©) hand, some families shared the same features waith e

_ other, but each one has its own speciesfaptraits.
Table 2 shows the five angle features calculated

from the angle category calculation based on th&aple 2: Angle measurements

Putting the two together, we get:

Finally, the obtained angle is converted into an
angle degrees as follows:

anchor/landmark points in Fig. 1. Id. num Feature name Anchor points
Al Caudal fin angle P10, P11, P12
Neural network model: The multilayer feed forward 42 Fish head angle P13, P2, P14
. . . A3 Eye-end mouth angle P6, P5, 15
neural network model with back propagation alganith a4 Front-triangle angle P16, P2, P17
for training is employed for classification tasksd®ows A5 Rear-triangle angle P16, P18, P17

in Fig. 3, which illustrates our implemented neural
network contains three layers which are the inayét,  Taple 3: Number input features and neurons for sitten layer

the hidden layer and the output layer. The numifer o Number of neurons in layers
neurons is varied from layer to another (except thdraining Number of
output layer which has only one neuron) in order tgd/gorithm  inputfeatures Layerl Layer2 Layer3
determine the suitable number of neurons for bopi 52K Propagation 18 20 30 1
. . . algorithm
and hidden layers, therefore, obtaining high adeura
results
Recognitionaccuracy
Information flow W Sizeand shape features
91 93 g0 94
Qutputla}fer % 5 E g
(activenode) g3 28

Tnput layer Hidden layer

(passivenode) (activenode) Fig. 4: The accuracy of recognition test resultsefach
fish family based on the size and shape

Fig. 3: Multilayer feed forward neural network mbde measurements
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Table 4: Description of the overall accuracy ofttirag and testing points were extracted manually. Only one fish-based
Description Results (%)  study is reported in the literature that extractad
Overall training accuracy 89 features using the distance measurements, whibeiin
Overall testing accuracy 86

work, we increased the number of features extracted

Thi de th | K . . husing the distance measurements. In addition, wledd
s made the neural network easier to recogniee t (for the first time in the fish classification) tlangles

][_ef]pecthed ft"’;wm"y’ for exa}mrilgl, S_(eretr?f the pOi_Sor}'neasurements and dividing the pattern of inteffest)(
f!shes bast _etzhsame ag_ge_ ‘_'JI“ _‘{V' oher nlon""f?l'sointo two triangles. The main advantage of the local
IShes, but with some dissimilarity such as 1eng geometric approach that is less affected by global
dorsal fin and the distance between the pelvicafid changes in the appearance of fish images inclufitshg

th_fhr[[%ht-end of_the ']I'Ohum' ]:I'he samel S“;ﬁ‘“oﬁ igoeﬁxpression. Nevertheless, this approach has reteive
wi € non-poison Nsnes, lor exampie, e SIZ€ Ojiye attention due to the fact that it requires a
mouth, anal fin length, the distance between tghtri additional  step  of reliably locating fish

end of mouth and the dorsal fin, are usually deffer landmarks/anchor points, which may affect theirraile

from family to another. f Gupta al., 2007; Leeet al., 2008
As shown in the Fig. 4, the poison fish families a performance (Guptet ., e )
recognized with high accurate results, due to their CONCLUSION

species-specific traits unlike to the non-poisoshfi
families. The obtained results of the poison fish

tamilies are within 91 and 94% Eighteen features representation have been
0.

extracted from eighteen detected landmark points as
shown in the second section of the study. All fesgu
were obtained from size and shape measurements of

. . fish images, through angle and distance measurement
The methods have been implemented in I\/lA-I—LABOur experimental results suggest that our feature

programming language on a CPU Core 2 Duo Z'B%election methodolo
. . ) : gy can be successfully used to
GHZ. We have considered different fish 'magessignificantly improve the performance of fish

families, obtained from Global Information System P : :

g ) . classification systems. Unlike previous approaches
(GIS) on Elshes (flsh—base) and department C.)f 'f"?be which propose ydescriptors and IZlo not anapli)/ze their
For experimentation purpose 500 hundred fish 'mageﬁnpact in the classification task as a whole. \Weppse

families are considered, 350 fish images for trani a general set of 18 features and their correspgndin

and tTlet rest 150 f(;)rttets_ting. The Tab|§t4_ deds%rﬁbes weights which may be used as a priori informatign b
overall fraining and testing accuracy oblain€d Oa8® o ¢|5gsifier. Moreover, our study presents a hege

robust features extracted from size and shap%f features extracted from size and shape

mealsuredrgt_etnts utsr:ng neglral “?th‘?fr‘f- ition is t measurements. The overall accuracy for NN
n addition, the problem in fish recognition is to | ssification was 86%.

find meaningful features based on the image

segmentation and features extraction. An efficient REEERENCES
classifier that produce better fish images recagmit
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