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Abstract: Problem statement: Traditional IP networks have many limitations swashrouting tables,
which can be complex and time consuming. Thesddiions affect the performance of the network in
some applications of triple play services (i.e.icepvideo and data) which are characterized as tim
sensitive applications. Thuslulti Protocol Label Switching (MPLS) technologysheeen proposed to
speed up the traffic flow in the network using lsb&pproach: In this study, an experiment using the
Network Simulator NS-2 was performed to evaluat ithpact of MPLS technology on the Triple
Play Services based on the average throughputeoféitwork, total number of packets received at
destination nodes and packet loss rates and thirigpared to that provided by traditional IP
networks.Results. The results showed that MPLS performs better sihcgilizes all the available
paths to the destination€onclusion: MPLS allows Internet Services Providers (ISPs)tovide
better triple play services for end-users.
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INTRODUCTION (ATM) do; however without requiring the use of any
dedicated lines. That is due to its ability to spep the

Nowadays, the use of the Internet becomes mortaffic flow by using labels. These advantages make
complex. Everyday this network becomes bigger andMPLS plays a key role in Next Generation Networks
bigger and also the services, which are offeredhen (NGN), which aims to provide one network for muléip
Internet, are more challenging. Triple Play Sersice services rather than one network for one serviag an
the term used to describe the combination of voicedifferent networks for different services.
video and data transmission services. These clgaiten The aims of this study are to evaluate the impéct
impress Internet Service Providers (ISPs) to keeMPLS technology on Triple Play Services based @n th
upgrading their network infrastructures to meet theaverage throughput of the network, total number of
requirements of these services. packets received at destination nodes and packst lo

Traditional Internet Protocol (IP) networks rates; and to compare its performance to that geali
(Maufer, 1999) offer little predictability of sepg, by the IP networks.
which is unacceptable for applications such as
telephony, as well as for emerging and future tiea¢  |P networks: Conventional IP networks use routing,
applications. Thus, in order to offer these semyitkere  which is the process of selecting paths in a networ
must be a way for guaranteeing the Quality of Servi along which to send network traffic. Each routethn
(QoS). Routing table of IP router can be compled an network has to make independent routing decisions f
time consuming. Thus, the performance of networkeach incoming packet. When a packet arrives at a
with some of triple play application in heavy tiaff router, the router has to consult its routing tatie
environments will be affected (Porwetlal., 2008). find the next hop for that packet based on the etack

Multi  Protocol Label Switching (MPLS) destination address in the packets IP header. Tid bu
technology (Martin, 2008) offers the Quality of Gee  routing tables each router runs IP routing protscol
(QoS) that guarantees data communication service dike Border Gateway Protocol which has been
Frame Relay (FR) and Asynchronous Transfer Modedentified by the Internet Engineering Task Force
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(IETF) Request For Comment (RFC4271) (Goralski, &
2009), Open Shortest Path First (OSPF) (RFC2328) 4,
(Tiwari and Sahoo, 2007) or Intermediate System-to- Qg;
Intermediate System (I1S-IS) (RFC3784) (Sridhaatzad., e
2005). When a packet traverses through the network,

/u )
each router performs the same steps of finding the eﬁ ?—?
|

:‘ nderutilized
/18] Destination

next hop for the packet. For more details regardihg S
networks and routing protocols, readers may reder t | v e o :
b ]
IP networks use Internet Protocol Address (IP ~ méource = HDssEatisn
Address), which is a 32 bit unique number assigoed

each computer’s or other device’s network interface Fig. 1: Traffic flows in an OSPF network
which are active on a network supporting IP, ineorid e

(Doyle and Carroll, 2001). A

distinguish each network interface from every other Laver7 | Application
network interface anywhere on the network. For more ’ - o
details regarding IP address, readers may refer to layerq | Presentation Application
(Comer, 2000). ] Semsion

Traditional IP network has many weaknesses — Ler3 .
which make it unable to meet new applications’ Laver4 | Transport Transport
requirements. One of these weaknesses is thatgi do ’ B .
not consider capacity constraints and traffic Layer3 | Network Internet m.jl\\'ﬂ.rkm‘__-
characteristics when routing decisions are made, S| g
which results in some segments of a network become ~ Laver2
congested while other segments along alternative Physical Network access
routes become underutilized and worse than that is ---

that traditional routing protocols will continue OSI model IE/MEFLS model
forwarding traffic across these paths until packets
dropped. Figure 1 illustrates the traffic flow irSGF
network. It can be noticed that the shortest path i MPLS is called multiprotocol because it works
congested while others paths are underutilized. \ith the IP, ATM (Cuthbert and Sapanel, 1993) aRd F
Besides, traditional 1P network has limited (gyckwalter, 2000) network protocols. Also, the
capability to deal with addressing information hes®  gytension Generalized MPLS (GMPLS) (RFC3471)
it depends only on the destination IP addressemdoin  (ganerjee et al., 2001). Also, it is known as
the packet header. Because all traffic to the sé#e \yitiprotocol Lambda Switching (MLS) and has been
destination header is usually treated similarlwesal  roposed for optical networks. MPLS operates at the
difficulties appear. For example, it becomes diffid0  open System Interconnection (OSI) reference model
perform traffic engineering on IP networks. AlsbjS  |ayer which is generally considered to lie between
more difficult to manage flows of data in a packet|_ayer 2 (data link layer) and Layer 3 (network Igye
switched network than in a circuit switched network g thus is sometimes defined as a "Layer 2.5"
because each packet is manipulated individuallyprotocoL Thus, MPLS is a set of procedures for
Moreover, routing table look up in an IP router dan combining the performance, QoS and traffic
complex and time consuming, which reduces thenanagement of the Layer 2 label-swapping model with
performance of IP network and this clearly appears the scalability and flexibility of Layer 3 routing
heavy traffic environments such as triple play &8s, fynctionality. Figure 2 illustrates where the MPIsS

) located according to the OSI model.
MPLS technology: MPLS is a standard approved

technology for speeding up network traffic flow and MPLS domain: The MPLS domain can be divided
making it easier to manage. MPLS can accommodatmto MPLS core and MPLS edge. The core consists
highly interactive application flows with low deland of nodes neighboring only to MPLS capable nodes,
packet loss threshold. MPLS involves setting up awhile the edge consists of nodes neighboring both
specific path for a given sequence of packetsatalidbel MPLS capable and incapable nodes. The nodes in the
Switched Path (LSP), identified by a label addedaoh core of the MPLS domain are called Label Switch
packet, thus saving the time needed for a routésdb = Routers (LSRs), however the nodes in the
up the address to the next node to forward theqidck MPLS edge are called Label Edge RoutersR&E
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Fig. 2: MPLS location according to the OSI model
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[1] Source [10] Destinatin

Fig. 3: MPLS Domain

The LER is called an MPLS Ingress node if its nsle vz l

handling traffic as it enters the MPLS domain; heere Label CE m

it is called an MPLS Egress node if its role is diarg b Label Ve

traffic as it leaves the MPLS domain. Figure 3 sbitbperimentalfield

illustrates the MPLS domain. EbitTmeroinendd

A main concept in MPLS is the separation of an IP__

router's function into two parts: forwarding anchem! 19 4: MPLS label

(ElI' Hachimi et al., 2004). The forwarding part is

responsible for how data packets are relayed bethee | Leyer2Header | TopLabel Bottom Label | Layer 3 Header

routers, using label swapping. The control partsisia

of network layer routing protocols to broadcasttimy  Fig. 5: Label location

information between routers and label binding

procedures for converting this routing informatioto

the forwarding tables needed for label switchingisT

separation enables each component to be develoged

modified independently. An important point of MPLS

that should be noted is that MPLS is not a routin

protocol; however, it is a fast forwarding mechanmis

which is designed to work with existing IP routing LDP: The Label Distribution Protocol (LDP)

protocols such as OSPF or BGP. (RFC3036) has been defined for the purpose of
distributing labels in an MPLS environment. LDPais

MPLS label: MPLS label (RFC3032) is a 32 bit which set of procedures and messages by which LSRs

consists of the following fields, which are illusted in ~ establish Label Switched Paths (LSPs) through a
Fig. 4 and listed as follows: network by mapping network layer routing informatio

directly to data link layer switched paths, as shaw
»  Alabel field which is 20 bits and carries the attu F'9- 6- Allocation of label in MPLS network is done.
value of the MPLS label by the doyvnstream peers, where downstream is
explained with respect to routing. There are twoety
of label allocation: Downstream on demand and
. . X unsolicited downstream. In downstream on
influence the queuing and remove algorithms,qemang label distribution mode, MPLS architecture
which are applied to the packet when it isgjjows an LSR to explicitly request from its nextypha
transmitted through the MPLS network particular Forward Equivalent Class (FEC) (i.esed
» Asingle bit field shows a hierarchical label stack  of packets that are treated identically by anR).8&
+ Time To Live (TTL) field which is 8 bits that gives label binding for that FEC, where the upstream
the usual IP time to live functionality LSR is responsible for requesting a labiiding.
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The label is located between the data link layer
(Layer 2) header and network layer (Layer 3) header
The top of the label stack appears first in thekpaand
he bottom appears last. The network layer packet
immediately follows the last label in the labelcita
9 abel location is illustrated in Fig. 5.

e Class of service field or sometimes called
experimental field, which consists of 3 bits can
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UDP-Hello
% B @ Peer diSCUVeI'y One-Group-Pretest-Posttest pre-experimental design
e

< } Pre-test Post-test
TULP-Hello Group (Running Simulation) Treatment (Running Simulation)
(VolIP, IPTV, FTP) (VoIP, IPTV, FTP)
TCP-open i Observations Observations
Bession
3
@ L@ adver‘tisement, (VolIP, IPTV, FTP) (VolP, IPTV, FTP)
e 2 1. Average Throughput 1. Average Throughput
< > notification vov::: Tf:ﬁ‘;;ks 2. Total Number of MPLS 2. Total Number of
Packets Received Packets Received
3. Packet Loss Rate 3. Packet Loss Rate

Label request
%ﬂ = LA % LiEP setup . ) _
v ] Fig. 7: Research experimental design

_ <

Time Label mapping

_ o Research methodology design: The experimental
Fig. 6: Label distribution protocol design for this study is called “One-Group Pretest-

o ] Posttest Design”, which is a pre-experimental desig

Downstream on demand label distribution mode isulise \ye ysed one network with 11 nodes in our simulation
in ATM networks where combining of LSPs is not \yhich is considered as one group. The number oésiod
possible. In unsolicited downstream, the MPLS} < peen chosen randomly as in (Poretadl., 2008).

?rcl?istgctl:rr]e ta::ows ant LSR|_t9d distributet Igljtﬁl Mh In the pre-test stage, three subtests have bediecpp
0 s that have not explicitly requested themus the network, which have the traditional IP

the downstream LSR is responsible for advertising A aracteristics.  Each  subtest was applied  with
label mapping to upstream LSRs (Fettal., 2002). different applications, which are IPTV, VoIP andFET

L SP: A Label Switched Path (LSP) is a path through arlIn th_e ppst-test stage, the same subtests witisafe
MPLS network, which is set up by a signaling proloc 2PPlications have been applied to the network bet a
such as LDP, Resource Reservation Protocol (RSVPJPlementing the treatment, which is in our case th
(RFC2205) (Chow and Leon-Garcia, 1999) and itsMPLS technology. These tests have been used to show
extension for traffic engineering (RSVP-TE) the effect of MPLS on the triple play services. The
(RFC3209) (Leet al., 2007), BGP or Constraint-based average throughput of the network, the total number
Routing Label Distribution Protocol (CRLDP) of packets received at the destination nodes aokiepa
(RFC3212) (Szviatovszkit al., 2002). The path is set loss rates have been observed to evaluate the tmpac
up based on criteria in the FEC. LSP is an ingtess- of the MPLS technology. The research design is
egress switched path built by MPLS nodes. A keyippoi summarized in Fig. 7.

of LSP is that LSP is unidirectional. Thus, it elesba

packet to be label switched through the MPLS networ gmyjation tool: The simulation tool which has been

from one endpoint to another. Since bidirectional saq in this research was based on Network Sinulato

communication is _typically . desired, th? signaling (NS) version 2.33. NS-2 is an open source software,
protocols can set up an LSP in the other direciman which is available for public and can be obtainearf

atonement for this. There are two types of Iabelthe Information Sciences Institute (ISI) web site
distribution control modes in the MPLS architectime htto-// isi edu/ sl A K int has to b
order to establish an LSP, which are independdml la p-Iwww.ISI.edu/nshamins/. A key paint has to be
distribution mode and ordered label distributiondmo mentioned is that a patch file which is specialigated

(Wang and Li, 2008). In the former, each LSR maked0 simulate the reservation control protocol faaffic
an independent decision for binding a label to g€ngineering RSVP-TE in MPLS has been used. The

particular FEC and distribute that biding to its Patch file is called “MNS-RSVP” and the most
neighbors; while, in the later, LSR only binds in important thing which should be considered aboig th

response to a label b|nd|ng request_ patCh file is that it is Only exclusive for NS-2rs®n
2.33. Thus, it might not work with other versionk o
MATERIALSAND METHODS NS-2. Readers may refer to (Issariyakul and Hossain

2008) for more information about NS-2. A free

This research is a quantitative research, where wdocumentations for NS-2 are available online sugh a
run an experiment to evaluate the impact of MPLSon the ISI web site, also it might be downloadehgis
technology on triple play services. this URL:http://www.isi. edu/nsnam/ns/doc/ns_do¢.pd
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over IP networks such as the Internet. Thus, VolP
sometimes is called Internet telephony (Mortada and
Probst, 2001). For more clarification, Interneefony
refers to voice communication services that are
transported via the Internet, rather than the [ubli
Switched Telephone Network (PSTN). This can be
performed by a procedure including basic steps
involved in originating an Internet telephone aallich

are analog voice signal conversion to digital forarad
breaking up of the signal into IP packets for
transmission over the Internet and this process is
reversed at the receiver. In this research, we have

[1] Source [10] Destinatin

Fig. 8: Network topology

Table 1: NS-2 simulation settings for IP network

tem Setting simulated the VolP traffic using the Pareto On/Off
Al Nodes iPcapable  1raffic Generator (POO Traffic) which is a traffic
All links duplex generator (an application) embodied in the Object-
Bandwidth of the following links: oriented Tool command language class (OTcl)
0-2,1-2, 3-4, 3-6, 4-5, 57, 6-7, 8-9, and 8-10 Midps Application/Traffic/Pareto of NS-2. Packets aretsain
Bandwidth of 2-3 and 7-8 links 2 Mbps . . .
Link Propagation Delay 10 ms a f|?<ed rate dgrmg on periods and no p_ackets an s
Queuing Type DropTail during off periods. Both on and off periods areetak

_ . _ from a Pareto distribution with constant size paske
Table 2: NS-2 Simulation settings for MPLS network These sources can be used to generate aggregh‘n tra
Item Setting that exhibits long range dependency. In this resear
Node 0, 1,9 and 10 IP capable 5 POO traffic generators have been used on tvey Us
Node 2-8 MPLS capable 9 v . u .
All links Duplex-rsvp Datagram Protocol (UDP) connections. The first POC_)
Bandwidth of the following links: 0-2, 1-2, 3-4, Mbps generator's source was attached to Node 0 and its
3-6, 4-5, 5-7, 6-7, 8-9, and 8-10 destination was Node 10; while the second waslsthc
Bandwidth of 2-3 and 7-8 links 2MB to Node 1 and its destination was Node 9.
Link propagation delay 10 ms
Queuing type DropTail

IPTV scenario: Internet Protocol Television (IPTV) is

Network topology: Figure 8 illustrates the network & technology for delivering digital television s/
topology which has been used in this work. In st Over IP networks such as the Internet instead ofgbe
stage, all links were setup as duplex with 10 msdelivgred Fhrough traditional radig frequency broest,
propagation delay and using DropTail queuing SyStemsa.telllte signal and Cable Television (CATV) format
which serve packets on a First Come First ServéSimpson, 2008). IPTV services can be classifigd in
(FCFS) basis. In post-test stage, all links werghrée main groups: live television, timeshifted
configured as duplex-rsvp with the same propagatiofrogramming and Video on Demand (VoD). In this
delay as in the pretest stage which is 10 ms. ThEesearch, we have simulated the IPTV traffic ushig
bandwidths of the links were set to 1 Mbps, ex¢apt Constant Bit Rate (CBR), which is a term used in
bandwidths of the links 2-3 and 7-8, which they ever {€l€Communications relating to the QoS. Two CBR
set to 2 Mbps. NS-2 simulation settings for thelraffic generators have been used on two UDP
traditional IP are summarized in Table 1. Table 2connections. The first generator's source was lagc

summarizes NS-2 simulation settings for MPLS. A keyt© Node 0 and its destination was Node 10; whike th
point should be noted here is that all the simafati second was attached to Node 1 and its destinatamn w

settings were chosen randomly. Node 9.

Running the simulations: In order to evaluate the FTP scenario: File Transfer Protocol (FTP) (RFC959)
performance of MPLS technology, the simulationsehav (Loshin, 2003) is a standard network protocol used
been run three times for different applicationsjolth exchange files over a TCP/IP based network, such as
are VoIP, IPTV and FTP. the Internet. FTP works in the same way as Hypertex
Transfer Protocol (HTTP) for transferring web pages
VolP scenario: Voice over Internet Protocol (VolP) from a server to a user's browser and Simple Mall
(Karapantazis and Pavlidou, 2009) is a general ferm Transfer Protocol (SMTP) for transferring electoni
describing transmission technologies for voicev@gli  mail over Internet. FTP is built on a client-server
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architecture. In this research, two FTP traffic gaors Table 3 summarizes the packet loss rate for doth |
have been used on two TCP connections. The firBt FTnetwork and MPLS network in IPTV scenario; while
traffic generator source was attached to Node Oitgnd Table 4 summarizes the total number of IPTV packets
destination was Node 10; however the second wameceived at the destination nodes Node 9 and N6de 1
attached to Node 1 and its destination was Node 9. in IP and MPLS networks.

RESULTS 12 A

The results which have been gathered from running _ |
the simulations for 5 seconds are presented acuptdi
the pre-test and post-test for the different three :
scenarios (VolP, IPTV and FTP) for both traditioffal
and MPLS networks. A snapshot of traffic flows i |
network is illustrated in Fig. 9; while Fig. 10u#itrates
a snapshot of traffic flows in MPLS network.

The throughput is measured by the number of bits
transferred through a system per time unit. Theage
throughput is calculated by Eq. 1: 0

0.8 -

0.6 -

04

Average throughput (Mbps)

0 1 2 3 4
No.of Flows . . |
Zi Flow(l)throughpul Time (sec)

Average throughput (1)

No.of fl ; [
o-ottlows Fig. 11: The performance of IP and MPLS networks in

where, Flow(ihoughpuiS the throughput of flow number IPTV scenario
i; in our case number of flows is 2.

The packet loss rate is calculated as the total ™ |
number of packets have been dropped to the total 4 |

number of packets have been sent.
500 4

IPTV scenario: Figure 11 illustrates the performance
of MPLS and IP networks in IPTV scenario.

®—0
IO

©, O @ O :

400 A

300 A

200 4

Average throughput ( Kbps)

N o N\e ; . , X ,
@ @ ) Time (sec) )
s/
@ Fig. 12: The performance of IP and MPLS networks in

VolIP scenario
Fig. 9: A snapshot of traffic flows in IP network NS-

2 environment Table 3: Packet loss rate for IP and MPLS netwarKBTV scenario

Total No. Total No. Packet

@ fate @ Network Simulation ofsent  of dropped  loss rate
i . @ type time (sec) packets packets (%)
H 2 IP network 5 20835 16943 81.32
@ @ @ LLLL . MPLS network 5 22626 16619 73.45
e TN AN
R @ Table 4: Total number of IPTV packets receivedestithation nodes
.”/ No. of packets received at Total
destination nodes No. of
packets
Network type Node 9 Node 10 received
Fig. 10: A snapshot of traffic flows in MPLS networ 1P network 265 196 461
in NS-2 environment MPLS network 454 442 896
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Vol P scenario: Similar to the IPTV scenario, two VolP

traffic generators have been applied. Figure 12

illustrates the average throughput of the two flaws During running the simulations for all the three

both networks IP and MPLS. scenarios, we noticed that in IP network the teaffent
Table 5 summarizes the packet loss rate for Bdth Ithrough one path (2-3-6-7-8), which is the shorpagh

network and MPLS network in VolP scenario; while however in MPLS network the traffic went throughotw

Table 6 summarizes the total number of VolP packetpaths (2-3-6-7-8) and (2-3-4-5-7-8). By comparing

received at the destination nodes Node 9 and NOde IFig. 9 and 10, it can be observed that MPLS uslite

in IP and MPLS networks. paths which are underutilized when the shortedt gat

congested.

FTP scenario: Similar to the previous scenarios, two

FTP traffic generators have been applied. Figure 13pTV scenario: Referring to Fig. 11, we observed that

illustrates the performance of MPLS and IP networksvipLs network performed better than IP network. That

DISCUSSION

in FTP scenatrio.

is because of the functionality of MPLS which ugls

Table 7 summarizes the total number of FTPyj| the paths to the destinations..IP network reedits
packets received at the destination nodes Noded9 ansteady state (in this case 0.5 Mbps) when the (@

Node 10 in IP and MPLS networks.

Table 5: Packet loss rate for IP and MPLS network#olP scenario

6-7-8) is saturated. Then, it started dropping p&ck
however, MPLS network reached its steady state (in
this case 1 Mbps) when both paths (2-3-6-7-8) &ad (

Total No.  Total No. Packet . .
Simulation  of sent of dropped  loss 3-4-5-7-8) are saturated, then, it started dropping
Network type time (sec) packets packets rate (%) packets.
IP network 5 19451 690 3.55 Referring to Table 3, it can be observed that MPLS
MPLS network 5 22207 0 0.00

Table 6: Total number of VolP packets receivedestidation nodes

No. of packets received at

technology reduced the packet loss rate from 81.32-
73.45%. In the beginning both IP network and MPLS
network performed the same because both of thern sta

destination nodes Total No. building the information database, which we called
of packets  routing tables in IP networks. In MPLS networksbeh
Network type Node 9 Node 10 received  |nformation Base (LIB) is used.
IP network 1513 1335 2848 : ;
MPLS network ppon 1743 3398 Referring to Table 4, it can be observed the total

Table 7: Total number of FTP packets received stimigtion nodes

No. of packets received at

number of IPTV packets received at destination sode
in IP network is 461. In details, 265 packets reegiat
Node 9, while 196 packets received at Node 10. In

destination nodes TotalNo. MPLS network the total number of IPTV packets
of packets  racejved at destination nodes is 896. In detaifs} 4
Network type Node 9 Node 10 received . . .
packets received at Node 9, while 442 packets vedei
IP Network 267 267 534 . i i
MPLS Network 463 514 977 at Node 10. That is because of the functionality of

12 4

1 4

0.8

Average throughput (Mbps)

0 1 2 3 4
Time (sec)

Fig. 13: The performance of IP and MPLS networks in

FTP scenario
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MPLS technology, which sends the packet from both
paths (2-3-6-7-8) and (2-3-4-5-7-8); while, IP nethky
sends packet only on one path (2-3-6-7-8).

Vol P scenario: Figure 12 shows that the performance
of IP network reached the steady state (in thise
500 Kbps) when the shortest path was saturateds, Thu
IP network at this point started dropping packets;
however MPLS network did not drop packets since
MPLS technology utilizes the routes available te th
destinations. Thus, the packet loss rate is zelso, At
is due to the nature of the traffic generator iz been
used in this scenario which is Pareto on/off tcaffie.,
sometimes there is a burst flow and sometimes the
system is idle).

Referring to Table 5, it can be observed that the
total number of VolP packets received at destimatio
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nodes in IP network is 2848. In details, 1513 ptxke better. It generally concluded that MPLS technology
received at Node 9, while 1335 packets receivédbde  improves the packet transmissions in terms of delay
10. In MPLS network, the total number of VoIP paske and loss. However Rahmagh al. (2008) project was
received at destination nodes is 3398. In det&#i®5 on MPLS signaling protocol, there was no justifioat
packets received at Node 9, while 1743 packetsuete for the conclusion about the scalability of CRLDP
at Node 10. This can be observed from Table 6. compared to RSVP. Rahmaa al. (2008) only ran
simulations for comparing traditional IP networkdan
FTP scenario: Figure 13 shows that MPLS network MPLS network. On the other hand, a traffic analysis
performed better than IP network. That is becadse cof MPLS and non MPLS network including MPLS
the same reason which was mentioned earlier, whickignaling protocols has been done by Poreiahl.
is the functionality of MPLS that utilizes all alatdle  (2008), where the CR-LDP, RSVP and RSVP-TE
paths to the destinations. The available pathsun o MPLS signaling protocols have been compared based
case are path (2-3-6-7-8) and path (2-3-4-5-7-8). on how to setup LSP tunnels for TE with the help of
The packet loss rate in this scenario is 0% forthe protocol messages. It has been concluded that
both MPLS network and IP network. That is becauseRSVP has a drawback in its scalability when theee a
the main goal of this scenario is to show how MPLSa large number of paths passing through a nodealue
technology speeds up network traffic flow based orthe periodical refreshing of the state for eachhpat
the total number of packets sent as an indicatdras  Also, a simulation environment is created for
been observed that the number of sent packets88 64 traditional IP and MPLS. It can be observed that
in IP network; while in MPLS network the number of MPLS signaling protocol that has been used was not
sent packets is 12259. declared. The authors have not justified their
The total number of FTP packets received atonclusion which was that when MPLS TE applied to
destination nodes in IP network is 534. In det#l&/ the network, the performance of the network is
packets received at Node 9, while 267 packetsignificantly improved.
received at Node 10. In (Lai et al., 2008), a method has been proposed,
Referring to Table 7, we observed that in MPLSwhich attempts to establish all possible bypasséim
network, the total number of FTP packets receivied abased on the available bandwidth between two LSRs
destination nodes is 977. In details, 463 packetaround the protected label switched router in MPLS.
received at Node 9, while 514 packets received atvhen a link or a LSR is broken, the LSR that detect
Node 10. the failure chooses a bypass tunnel to reroutéariafr
each affected LSPs. The simulation results inditizde
Related works: Differential Services (DiffServ) the proposed method has less packet losses intiregou
(Zarifzadeh et al., 2007) is a computer networking and can allow more affected LSPs to reroute traiffan
architecture that specifies a simple and scalabl®&SVP.
mechanism for classifying, managing network traffic In (Kocaket al., 2009), some fundamental aspects
and providing QoS guarantees on modern IP networksyf MPLS over ATM method, IP over ATM method and
however in the competition of DiffServ and MPLS, multimedia application traffics with different QoS
MPLS has been emerging as the protocol of the NGNequirements have been presented. A simulation tool
for many reasons such as that MPLS is a multhas been used to show that MPLS over ATM method
protocol technology, where it can work over ATM, provides a support for Average Bit Rate (ABR) QoS,
FR, etc. Also, MPLS is capable of providing Constant Bit Rate (CBR) QoS, Variable Bit Rate
controllable QoS features (Urrat al., 2006) by (VBR) QoS and a primitive UBR QoS for transferring
utilizing Classification, Queue and Scheduling Triple Play Services traffics. It has been conctutieat
(CQS) which enables high quality end-to-end serviceMPLS over ATM method provides improved results for
features that are necessary in applications such adl of the multimedia traffics. Moreover, it overoes
VPN (Chunget al., 2001). the disadvantages of the IP over ATM method for
Performance analysis of the behavior ofproducing erratic results for the data, voice amtb@
MPLS protocols has been done by Rahnsnal. application traffics. It can be observed that Koegél.
(2008), where a simulation environment is creatad f (2009) focused on the ATM. Heterogeneous streams,
traditional IP and MPLS. Rahmaet al. (2008) which results due to issues such as disparateictraff
compared in their experiment between RSVP and CReharacteristics of each stream, or competing custe'm
LDP. They observed that RSVP has drawbacks inraffic, raise the issue of whether to multiplexrso of
scalability compared to CR-LDP which performs these streams. In an MPLS network, such multipkpxin
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