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Abstract: Problem statement: The fast growth and increase in complexity of digiand image
processing systems necessitate the migration frarhog design methods to methodological ones.
Methodologies will certainly ease the trade offeséibn for those systems and shortens the design
time. To increase those gained values and expansgedrching space more appropriate methodologies
need to be developedpproach: A new methodology (table methodology) to desigtix&" serial-
serial multipliers was presented. Unlike other rodtiiogies, the table methodology was used for the
full design cycle, from the algorithm to the detdilfine controlResults: The methodology was used

to identify the drawbacks in existing radiX-erial-serial multipliers as well as deriving nefficient
ones.Conclusion/Recommendations: To the author’'s knowledge this is the first tinables are used

in this novel way in tackling the complete solutispace of serial-serial multipliers. One important
merit of the new methodology is that it made itacléhat there is no need of parallel loading inaser
parallel architectures and hence they can be eeamesf to serial-serial ones and a as a consequ@ence
huge saving of bus width, I/O pins, area and enwiitj\be achieved.

Key words: Design methodologies, digit serial architectur&FD

INTRODUCTION it shows, clearly, the difference in design andurat

. synthesis/implementation) between inherent and non
Recently, several methodologies have been( y P )

h t S/S algorith ill be sh i i
proposed to design digit-serial architectures wihvidh nheren algoriihms as Wil be Shown in primary

. X . . rules.
be described, briefly, bellow with their featuresda It is worth mentioning, that multiplication tables

draw backs. In this study a new methodology (WhiCh(before the TM) was only used as a mean of showing
will be termed the Table Methodology (TM) in the correctness of the derived structures. Howeveth@n
remainder of this study) for designing radixgerial TM, tables are used to proof correctness of existen
Serial Multipliers (SSMs) is introduced. This igtfirst  structures as well as, deriving new ones in an aasly
time it is used in this novel way of designing SSMs systematic ways.

where the algorithms, architectures, Basic Cell€4B

and their fine controls are derived in a systematy ~Some existent digit-serial design methodologies:

directly from the multiplication table. One sigudint ~Several approaches have been proposed to design dig
advantage of the TM is its richness in carryingse”al architectures based on two’s complement mumb

important information and exposing them in a cleg/"EPresentation which are summarized in Fig. 1 (Wi a

way, which leads to many significant achievementsggggae)no' 1989; Smitret al., 1987; Aggounet al.,

One such important achievement is the proof, The description of these approaches along with

systematlcal!y, th".ﬂ. parallgl loading - of one _Of _thetheir drawbacks can be found in (Aggoairal., 1998b).
operands in digit serial-parallel multiplication

algorithms is no longer needed and the same .
functionality can be achieved with only a mixedirad | Bitdevel ol sy
2" Serial-Serial (S/S) feeding (where one operand fed ‘/hw1
one digit at a time and the other fed two digita &tme) Lo 1555
(Almiladi and Ibrahim, 2009). This important result

will lead to a noticeable saving of bus width, s, Fig. 1: Digit-serial methodologies (Aggoumt al.,
area and energy. Another powerful aspect of TMhad t 1998b)
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Recently, a new approach for designing digit-$eriaenhancements (twin pipe, area efficient and soao)
structures has been proposed (Aggatral., 1998a; the fine controls needed for those architecturdwerd
1998b). It can be described by three main stepsre two types of rules, namely primary and secondar
namely, (i) writing the algorithm using the radiX-2 rules. These rules will be described in detailhi@ hext
arithmetic, (ii) generating the Dependency Grapls)D two subsections and used in generating the whole
and selecting the projection direction and (iiilsidm  classes of S/S algorithms.
and optimization of the radix“2ell.

More recently, the same design methodologyPrimary rules. There are four primary transformation
proposed for designing digit serial-parallel stawes in  rules, two of them (Map and Split) will be used to
(Aggounet al., 1998b) is used in (Aggowst al., 2004)  construct the main multiplication table, while tbier
to design digit S/S structures. The new DG, whichtwo (Fold and Merge) will be used in generating the
allows computation of the radiX:25/S multiplication ~main families of radix-2 S/S algorithms, namely the
was shown iraggounet al., 2004) for K = 4 (where K  inherent and non-inherent S/S algorithms
is the number of digits used). To obtain digit S/S

arc_hitectures, the .DG in (Aggouet al., 20(.).4) is map and split: Mapping is a simple rule which maps an
projected onto the line | = 0 (i.e., onto the kspin the eqatjpation ;pto a tabrl)g orgmap oneptable into anombﬁe
direction [1, 1]. However, although most of the design gpit rule is used to partition a table cell intmaler
cycle in (Aggounet al., 2004) was derived in @ cejls according to certain rules. In what followsese
methodological way, some parts of the design aredo two rules will be used in constructing the main
in an ad hoc manner. For instance, making the moshuyltiplication table.

significant di%its available to re-enter the stuet The multiplication of two numbers (U and V) can be
again, at the Kcycle has not been done in a systematiGyritten as:

way. In (Aggounet al., 2004) an ad hoc approach of
modifying the interface by introducing K/2 shift P=§§l(u i )
registers to store the most significant digits athb !

operands is adopted. This ad hoc approach renders t

original scalable architectures non scalable. Alsowvhere, yand vy represent thd"jand 1" digits of U and V,
because of the limited amount of information the BG respectively.

carrying, only a subset of the solution space can b ~ To perform the multiplication recursively, the
derived systematically using it. For instance thént above equation will be modified by introducing a
pipe version of both the unidirectional and bidiimeal ~ dummy variablek (where, k = i+j and represents the
digit SSMs cannot be derived systematically in asye Significance). The new multiplication equation isem
way using the DG. Also the new mixed radk$SMs,  bY:
which will be explained later and proved the -

Constructing the main multiplication table using

-2 k
redundancy in digit serial-parallel architecturesnnot ~ P= > >" (u Oy_;)2" 2
be observed or derived from the DG. k=0 j=0
MATERIALSAND METHODS where, yand y=0 for <0 and i>K-1.
The main multiplication table can be constructed a

The new Methodology (TM): A new methodology
for designing multiplication structures is preseltiere
The new Methodology (TM) is effectively a mappirfg o
different aspects of the multiplication operationoi a
hierarchical tabular representation. The mapping of
aspects into the tabular representation is basedles. i lls (Table 2) showing inbut i d
Each aspect could have its own space (table), aach wo cells (Table 2) showing inputs, operation an
variables, temporal, spatial, control and so on. OutPuts _ _ _ ,
Transformation rules are also introduced as pathef *  Thirdly, the split rule is applied again to Tablea2
new methodology which allows the manipulation of  SPlit the computation of the outer sigma into 2K-1
tables without losing their basic functionality. rows as shown in Table 3. Since the index, k, ef th
The TM captures, in an easy way, the entire digit ~ outer sigma represents significance, each row in
SSMs spectrum as well as producing new novel Table 3 represents a different significance where
efficient ones. Unlike other methodologies, the TV the first row has significance zero and subsequent
used for the full design cycle, from the algoritkorthe rows increase in significance until the (2K rpw
detailed architecture along with all the detailed which has significance (2K-2)
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Use Map rule to map the above multiplication
equation into a table to obtain Table 1
The split rule is applied to Table 1 to split itdn
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Table 1: The main multiplication table Table 5: The modified table (split each row of Tablinto K columns)
2K-2 k =) *2nk

P="3" (u Dy )2
k=0 0 Z k=0

Table 2: The main multiplication table after thstfsplit z
2K-2 k u.v

P= 3 24 v o

k=0 0 K=1 U,V u,v, -

Table 3: The modified table (splitting Table 2 igtg-1 rows)

P

0 K=K-1 Up Vi UpViep Uy Vs U4 Vo

u 2

)y ; j o UV, U,V oy BENTRIATA

1 u,V,

2Vk4
dou b2
i=0 L
k=2K-2 co U Vs

Table 6: The main multiplication Table (for K = 4)

T P 0 1 2 3 P
0 Po UoVo PO
2K-2 . 1 P, UgV1 UiV P
Z u; B2 2 P UgV2 UiVy WVo P>
= 3 P UoV3 UVo UV UsVo Ps
4 P WUV3a (A UsV1 Py
Table 4: Splitting Table 3 into the weighting oftlsignificance and Z ES Vs 3%2 :ZS
the inner sigma 6 svs s
J 7 P R
P *znk
k=0 . . . .
2 . e The index of V increases by 1 in each successive
22U O row
o « The index of V decreases by 1 in each successive
1
K=1 >u O column
0 e Each column has exactly K partial products
e As can be seen from Table 5, each row represents a
K=(2K-2) g Uj oo, specific significance and the sum accumulated

horizontally along the rows in the east/west digatt
) ) ) ) for unidirectional/bidirectional algorithms and tbarry
The split rule is applied to Table 3 to split the can be transferred to any cell in next row (sigaifice).
computation into the weighting of the significance This means that the columns order in Table 5 is
and the inner sigma as shown in Table 4 insignificant and hence can be interchanged. This i
Finally, split rule is applied to Table 4 to s@i#ich  gnother merit of the TM over the DG.
row into K columns so that each cell contains one  Table 6 which is a specific case of Table (fér
partial product computation as shown in Table 5 K = 4), is the main multiplication table that wile used

in the remainder of this study to derive all classé
This will allow the computation of the sigma in possible radix-2S/S algorithms and architectures.

each row in an iterative manner by distributing the

partial products along columns. Tiable 5,the index of  Designing inherent S/S algorithms by applying the
the operand, U, is mapped to the column index. The&olding rule: The Folding rule is applied only to cells
following notes is noteworthy: which are engaged in generating partial produciagal

a row. These cells are termed the active row. Ia th
This way each column has different digits of V rule, each active row is folded on its centre. ppla
Since k = i+j, each column has the samethis rule, all rows are scanned and each active isow
multiplicand, U folded on its centre. For instance, the first roow O,
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has only one active cell,ow, so no action will be (Although, the reverse can be used as multiplicaiso
taken. Row 1, has two (even) active cells and theicommutative). Accordingly, seven secondary rules ar
centre lies between them, so the right celp,uwill be  developed and used in this study.
folded on the left cell, gv; as shown in Table 7. Row 2,
has three (odd) active cells and their centre s thShift time forward: Since different rows represent
middle cell, yv;. So, the cells on the right of the middle different time cycles, by shifting contents of sedllong
cell, wv, will be folded on the cells on its leftow, as  a column down implies shifting the content forwéangd
shown in Table 7. The remaining rows will be one cycle in time. The shift time forward can be
processed in the same manner. performed in either of the following two ways:

It is worth noting that the number of columns afte
applying the Folding rule will not be changed.. In a recursive way: Where at each stage, the first

Furthermore, the Folding rule will ensure that digits column will be fixed and the rest are shifted down
of the two input operands of a multiplication opina one step (time unit). The output of each stage, the
have the same temporal-spatial mapping (distribtio shifted block, will be processed in the same manner
These algorithms, where both operands have the same Order way: Each column will be shifted down
temporal-spatial mapping will result in inherentSS/ according to its order. For example the first catum
algorithms. Table 7, will be processed moreiaiar, which has order zero will not be shifted, the secon
using the secondary rules) to result in more effiti column will be shifted by one step and so on
algorithms.

Systolise: This rule is similar to the previous rule,
Designing non-inherent §/S algorithms using merge  except that it is applied to every other columneasd of
rule: In merging, the cells along the rows of two each column. In this rule, column2j (where | représ
adjacent columns are combined together to form onéhe column index and €9<K/2-1)) will be fixed and all

column. If the merge rule is applied to Table 6will  columns on its right are shifted down one step.sThi
produce Table 8 (the last two columns have beeeddd rule will be used to systolise bi-directional stures

to explain an important merit of the TM). and hence the name of the rule.
It is clear from Table 8 that the merging process

will cause the digits of the two input operandsheve  Shift time backward: As different rows represent

different temporal-spatial mappings. Such table# wi different time cycles, shifting contents of cellsrig a

result in non-inherent S/S algorithms. The reasmseé  column up implies shifting the content backwardong

algorithms are termed non-inherent S/S algorithens icycle in time. The shift time backward can be

that they are originally a serial-parallel algomith performed following the same procedure used foftShi

where the multiplicand, U, is distributed and la&dh time forward, with replacing a shift down action by

one significance per column, while the multipli®s,is  shift up one.

propagating through the columns and multiplied hsy t

relevant multiplicand digit. However, it is obvi®u Table 7: General inherent S/S algorithm

from the right most two columns in Table 8, that noT P 0 1 2 3

more than one new operand from the multiplicand, W0 Uo Vo
and the multiplier, V, is needed at any cycle. Thisk Wzliﬂlxo v
means that the same functionality can be achieyed b, $v2+uzvg VUL

serial feeding. As a consequence, there is no faed 4
parallel loading the multiplicand, U and hencerthene 5

WVstUsVy UV
WVstUsVy

TEFPPRPD
TIFEPRPOPT |4

non-inherent S/S algorithms (i.e., serial-parallel® Vs
algorithms transformed to S/S ones). Table 8, kbl
proces.sed more.ln later, (u_smg the secondary)rutes Table 8: Generic non-inherent S/S algorithm
result in more efficient algorithms. T P 0 1 P Newu  Newv
) 0 o Uo Vo Po Uo Vo

Secondary rules: All algorithms (tables) generated by 1 p uvituvo Py u Vi
the previous rules can be processed further talyael 2 P Wvtivi UV P2 Uz V2
variety of other more efficient multiplication algiims E u“‘iv‘fwl"z 323;32;‘1’ Bj Y Ve
(tables) by apply|_ng seven seconda_ry rules. 5 UpVatUsVo Ds

The convention in this study is to use temporale p UsV3 Ps
mapping for rows and spatial mapping for columns’ & pr
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It is significant to make the following notes abou For this rule to be applied the following conditibas

the above secondary rules: to be satisfied: (The data needed by the last K/2

o ] ) columns (BCs) have to be available at column K/2-1,

*  The shift time rules can be interpreted in terms Ofyhich is the last active column (A column is actif/é
adding or removing delay elements from data paths performing some computation) after applying the
of multiplication structures slide back rule, at cycledk+1).

* When data paths move in the same direction  As will be seen later, to apply this rule, theadat
(unidirectional algorithms), the Shift Time rule®a  will be fed back when it reaches the K/2 colummhei
equivalent to the unidirectional cut set rules (§un py broadcasting if it arrives at cycle k = K+1 braugh
1988) some delay elements if it arrives at cycle k<K+1.

» When data paths move in opposite directions
(bidirectional algorithms), the Shift Time rulesear Split-and-shift: This rule is used to gain more efficient

equivalent to the bidirectional cut-set rules (Kung implementation, where each partial product, wheta i
1988) 2n-bit number, is divided into least significantbib-

number, LSD and most significant n-bit number, MSD.
Cell duplicate: This rule duplicates the contents of a To carry out the radix"computation, it is necessary that
group of cells to another empty ones. As will bers#  either the LSD or the MSD are moved from cell (kgj)
later, this rule is used to generate twin pipe @lgms.  cell (k-1, j) or (k+1, j), respectively, where krdges rows
Twin pipe algorithms are simply derived by taking aand j denotes columns.
copy of any active cells and pasting them into tivac It is worth mentioning that the first six rulesirg
cells to duplicate the same computation. If a newefficiency at the array level, while the seventheru
computation is required at every | cycles (wherethe  prings the efficiency at the BC level.
maximum number of cycles in columns engaged in
generating partial products), the cells that cqoesl to ~ More efficient inherent S/S algorithms: Table 7 can
this computation are pasted at thecycle. In twin pipe  be synthesized into two S/S classes of architesture
algorithms a new result will be available everytles hamely unidirectional and bidirectional depending o
as opposed to classical one pipe structures whé¢e 2 the accumulation direction. It is clear that the
cycles are needed to complete the computation: synthesized architectures will not be efficient the

accumulation path (critical path) is too long (spag
Slide back: This rule is used in deriving area efficient the whole row). However, Shift time forward/backdar
algorithms, where a ~50% silicon saving is achievedrules can be applied Table 7 to generate another tw
To apply this rule the following conditions havelie  algorithms, which can be synthesized to more effici
satisfied: S/S classes of architectures. The reason is that th

. .. accumulation path will be localized and reducedrity

* There should be K columns in the original jna column at a time.

algorithm _ _ Table 9 is the result of applying Shift time fordar
* Whenever a cell in the region K/2 to K-1 become; e and represents a family of fully systolic

busy in generating partial products, a cell or moreypigirectional algorithms. On the other side, Tatlds
in the region 1 to K /2 in the same significane®li  {ne result ofapplying Shift time backward rule and
should be free to generate the same number Qgpresents a family of semi systolic bidirectional

partial products algorithms which can be made fully systolic by

As a consequence, the region K/2 to K-1 can b@PPlying Systolise rule.
shifted back by K/2 positions along the significatioe Table 9: Systolic unidirectional inherent S/S aition

and the (K/2J columns and above is accommodated byg 0 1 > 3 =)
columns 0 to K/2-1 at the last K cycles. In thisywvaa 7 t Vo

full utilization of columns 0 to K/2-1 can be achéel 1 UoVa+UsVo

and ~50% of area will be saved. However, for this2 UoV2+UpVo

technique to work, the K/2 most significant digitsed 3 WoVatUsVo Urva R
to be made available to the algorithm again atabek 2 “132:3251 P
cycles, which can be achieved, systematically a§ we g sttt W g
by applying the next rule (Data-feedback). 7 WVatUsVz D

8

Data-feedback: This rule is applied, only, to o9 WV3 ;Ei
algorithms (tables) after applying the Slide baaler 10 P
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Table 10: Semi systolic bidirectional inherent 8l§orithm Table 13: Systolic unidirectional non-inherent @l§orithm
T P 0 1 2 3 T O 1 P New u New v
0 o Uo Vo 0 W Vo U Vo
1 P UoV1+UVo UV 1 WVitUiVo Po Uy Vi
2 P UgVa+UpVo UVo+UpVy UsVa 2 LVztUivy P - V2
3 3 UgVa+UaVo UpVatlgvi  UVatUsVa  UsVs 3 Vst L Vo P2 Uz Va
4 ) 4 wvs WV1+UsVo Ps Us -
5 D 5 WVotUsVa Pa -
6 0 6 WVatUsVs Ps -

7 V3 Pe -
7 pr 8 % -
Table 11: General twin pipe inherent S/S algorithm The second technique, cell re-mapping, can be
T P, P, O 1 2 3 R P, achieved by applying Slide back rule. It can bensee
0 p U Vo S from Table 7 that the conditions of Slide back are
1 p UoV1+UsVo o satisfied; so this rule can be applied to Tableo7 t
2 @ UpVz+lzVo  UaVy P generate a generic area efficient algorithm (TaRle
2 g - u”';"\j"uwo Elzzizzzl oy g . As mentioneckarly, for this technique to work, the
5 b P WviNe Vs b p Ki2 most significant digits need to be made avédiab
6 P P UVotlpVo  UnV: ws p ps  the algorithm again at the last K cycles. Furtheemno
7 P Pr UNVatlsVo  UpVatUpvy [ instead of modifying the interface in an ad hoc n&n
8 P UVatUaVi  UpVz o1 (by using shift registers at the front end of threctures
?o E WVatUav " & derived from this algorithm, which is the case e t
11 o $ o non scalable area efficient structures reportedha

open literature (Aggoust al., 2004) the Data-feedback
S . rule can be applied. It is worth mentioning thag¢aar
Table 12: General Area efficient inherent S/S atpar efficient algorithms derived using the proposed ™

T P 0 1 P have three merits. Firstly, they are developed in a
2 g 3‘;\/"1 - g systematic way; secondly they preserve the true
> . VU s n,  Scalability of the original algorithm as they avaiie
3 Py UoVaHUaVo UVt UaVy p;  use of word length dependent elements; and firihly
4 [ UpV2 UrVa+UgVy Pa ended up using less silicon compared with areaieffi
5 Ps UpVatUsVz Ps algorithms which have been designed in an ad hoc
? g teVs gf; manner. The area efficient algorithm, Table 12, can

then be modified in the same systematic way desgrib
previously, by applying the Shift time

In addition, it is clear from Table 7 that the are forward/backward rules, to yield systolic unidiiecgl
utilization of the columns decreased linearly as weand semi systolic bidirectional area efficient aitjons.
move from cell 0 to cell K-1. In the"2K cycles the Furthermore, the semi systolic algorithms can be
grey cells are used, only, in propagating the tegim ~ made fully systolic by applying the Systolise rule.
bidirectional algorithms) or staying idle (in the
unidirectional ones).

To maximize the efficiency of these algorithms,

More efficient non-inherent S/S algorithms: Table 8,
can be synthesized into two S/S classes of artinites

; LA (unidirectional and bidirectional) depending on the
two techniques, namely the twin piping and the oeil accumulation direction. It should be noted that the

mapping (area efficiency) can be derived systerlfic gy nihesized architectures will not be efficient tas
from f[he inherent $/S aIgonthm_(TabIe 7). These tW 5ccumulation path is too long (spanning the whove)r
techniques are derived by applying Cell Duplicate a However, Shift time forward/backward rules, can
Slide back rules. o _ be applied to Table 8 to generate more efficie® S/

Table 11, which is a generic twin pipe algorithisn, a|gorithms. The reason is that the accumulatioth pa
the result of applying Cell Duplicate rule. Furtimere,  will be localized and reduced to only one columraat
Table 11can be modified in the same systematic wayime. Table 13 is the result of applying shift time
described previously, by applying the Shift time forward rule and represents a family of fully syisto
forward/ backward rules, to yield systolic unidiienal  unidirectional algorithms. On the other side, Tabdeis
and semi systolic bidirectional twin pipe algorithm the result of applying Shift time backward rule and
respectively. Furthermore, the semi systolic athons  represents a family of semi systolic bidirectional
can be made fully systolic by applying the Syswlis algorithms which can be made fully systolic by
rule. applying the Systolise rule.
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Table 14: Semi systolic bidirectional non-inher&/% algorithm Table 15: Systolic uni-non-inherent radix</S algorithm

T P 0 1 New u Newv T BCO BC1 P

0 m W Vo Uo Vo 0 (wvolL

1 Pr WoV1t+UiVo b Vo U Uz Vi 1 (U Vo) + (UoV1+UgVo)L

2 P UpVzUiVL - UVr+UsVo U V2 2 (VUi + (Wvartava)

3 B Lo VatthVz  LV2¥ibVy ) V3 3 (Wvztuva) + (W Vatuvo)l (Uz Vol Po

g N e TZFUBVZ ] : 4 (WVatUuvoy + (Lva) (U2 Vo)n + (LVi+Usvo) P

6 E; 3 5 (wVvau (UpvatUaVo)n + (WpVatUsvy)L P2

7 ™ 6 (WV2+UaVa)n + (LpVa+UsVo)L ps

7 (WVatUaVa)n + (UeVa)L Pa

It should be noted that, for the bidirectional sem & (tva)n i

systolic algorithm (Table 14) two operands fromfg a 1, N

required at some cycles; so for this algorithm twkain
a S/S fashion, two operands of U have to be fezhal
cycle. It is worth pointing out that Table 14 iseth
essence of the bit serial-parallel algorithm in t{Ai
Boudaoudet al., 1991) and the digit serial-parallel
algorithm of (Ashuret al., 1996). This demonstrates
clearly the power of the TM, which proves that thex
no need to make all the bits/digits of the multahd,

U, available (by parallel loading) at each cycleust o . . e D!
noticeable saving in 1/O pins, area and energy bell Fig. 2: Non-inherent systolic unidirectionradix-2' S/S

gained. architecture
Moreover, following the same procedure described
early, Table 8 can be made more efficient by apglyi Figure 2 shows the unidirectional digit SSM

cell duplicate rule to produce a twin pipe alganth synthesized from Table 15. It consists of K/2 BCs,
This generic twin pipe algorithm can be modifiedhe  which corresponds to the mapping of all cells)(iyith
same systematic way describeatlyby applying Shift i>j onto a single BC j, where j = 0, 1, 2,...,(K/2-1).

time forward/backward rules, to yield systolic " pyg (g the chosen mapping, it can be seen that the
unidirectional and semi systolic bidirectional twiipe carry digit, G, generated by BC, j, is delayed then fed

algorithms. Furthermore, the semi systolic bidimtl A
> : . back to the same BC. The multiplicandoblss through
t Igorith b de full tolic b : .
Wih PIpe aigorrhms can be made Tully systolic yK holding latches, where each one is devoted to a

applying the Systolise rule. o o
it should be mentioned that area efficient SPECific significance by the use of specific cohtro

algorithms cannot be generated from non-inhere@t S/signals, Con. However, the multiplier, Yropagate
algorithms as they do not satisfy the conditionghaf  through a set of delay elements. A BC, j, start by
Slide back rule. The reason is that the number ofomputing the product,yis during cycle i = 3j and
columns is already halved by the merging process anthen the terms Bi.sj+Uy.1Vig.1] are computed during
no more scope for any further remapping. This isthe next K cycles. The terms computed in BC j Wl

another merit of the TM where, at the table levell @ added to an accumulating result from the BC, j-#i an
befo.re any synthesis, it _shows the maximum level of,qp propagated in the next cycle to the BC, j+1.
efficiency that can be gained from structures gateer Following the above discussion, a BC, j, shouldtaion

from a specific algorithm. This will definitely satime two n-bit multipliers, accumulators and latchestozited

and efforts and shorten the time to market period. | sional. C I f theu
As a final remark, all algorithms can be made mord?Y @ control signal, Con, to allow storage of thput

efficient, at the BC level, by applying the Splita ~ dat@ u anduy... The BC is shown in Fig. 3 and the
Shift rule. multiplier structure is depicted in Fig. 4. Casgve

arithmetic implemented using n-bit 4-2 compresssrs
RESULTS used for the accumulation of the partial resultsetiuce
Detailed case study: New high performance scalable f[he hardyyare cost (Almiladi and Ibrah|.m, 2.009). 'B@
non-inherent unidirectional radix-2" SSMs: The TM IS subdivided into two stages working in a pipeline
is utilized, here, in designing a new unidirectiona manner. The first stage deals with the multiplmati
radix-2' SSM., Table 15 is the result of applying the process of the relevant data, while the secondestag
Split-and-Shift rule to the systolic unidirectional performs the addition of the result of the firstge with
algorithm (Table 13). the shifted result from the neighbor BC ¢ teft.
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neighboring BC on the left. The output of the seton
O H stage is shifted to the next BC on the right aedpttocess
Con > [DH is repeated. As shown in Fig. 4, a final adderdéeded
— }J S }J to sum the two digits, 1§ and S, produced by the last
‘ BC on the right hand side of the multiplier to abtthe
correct result.

Uin

Yvyvy

Vin [D]
D]

DISCUSSION

The case study presented in the previous
section showed the power of the TM in designing new
efficient serial multipliers in an easy way. Befdte

p Clow TM tables where used to prove functionality but not
S2out designing architectures. Now tables are used fofuh
design cycle, from the algorithm to the detailed
Fig. 3: BC of the non-inherent unidirectional ra@x architecture along with all the detailed enhancemen
SSM (twin pipe, area efficient and so on) and the finatrol
needed for those architecture as proved in theigusv

section. The merit of TM over other methodologies
3_‘“_" e comes from the fact that tables carry more infoiomat
R A In addition, the information contained in the tabkre
Con—— pcg  H—+  Bel explicit and leads to straightforward algorithms
. D pea | a s derivation and architectures implementation.
— s -
e ——] R CONCLUSION
Fig. 4: A non-inherent systolic unidirectional red" In this study a new design methodology for the
SSM design of radix-2SSMs is presented. The methodology

is a table based one, where the radix-2n arithmasic
The first part of the first stage of the BC is implented  well as two primary rules, is used to construct rien
using two PPGs and lg@m) rows of n-bit 4-2 multiplication table. Another two primary rules aten
compressors arranged in a tree type structure@srsh applied to the main table to derive the main two
in Fig. 3 for n = 4 and can be generalized for digjt-  families of multiplication algorithms namely, inlest
size. The carry digit, & consist of the MSDs of the S/S algorithms and non-inherent S/S algorithms. The
two partial products, 4vi5 and yj.1viga and all the  resulting algorithms are processed further by dpgly
carry bits generated by the n-bit 4-2 compressbne®  other seven secondary rules to yield various more
carry digit, G, is delayed and then fed back into theefficient S/S multiplication algorithms. Also, atdied
same BC as shown in Fig. 2. The delay and feed feack case study of using the TM in designing new highly
the same BC, j, of the MSDs of all the partial praid,  regular, modular and scalable non-inherent digiSS
UpVigj and yj.Vigia, IS carried out by delaying these is presented. This design proves the power of TM in
MSDs and adding them to the LSDs of the same partialesignating efficient multipliers in an easy and
products generated in the following cycle. This issystematic way.
achieved by delaying the input datag\during cycles
i = 3j and v. and Vsjq, (during the next K cycles) REFERENCES
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