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Abstract: Problem statement: In this study we discuss the relationship betwéenknown classes P
and NP. We show that the difficulties in solvingolplem “P versus NP” have methodological in
nature. An algorithm for solving any problem is siéime to even small changes in its formulation.
Conclusion/Recommendations. As we will show in the study, these difficultieseaexactly in the
formulation of some problems of the class NP. Wastmct a class UF that contains P and that
simultaneously is strictly contained in NP. Therefa new problem arises “P versus UF".
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INTRODUCTION Solution algorithms for problem Z NP is called
effective if the solution of Z can be obtained het

Unsuccessful attempts to develop an efficientpolynomial number of steps of n. The set of prolsiem
(polynomial-time) algorithm for many practically of NP, having the polynomial-time solution algonith
important problems raised the question of theforms a class of P, where[PNP.
formalization of a class of problems that have been  Unfortunately, there are the problems of NP, for
solved. This formalization led to the concept oé th which the effective solution algorithm is unknown.
class NP-the class problems solvable by aanalysis of the problems of the class NP shows it
nondeterministic Turing machine (Garey andmain difficulty is the need to perform an exhaustiv
Johnson, 1979). search of solution elements.

Eliminating from consideration the problems that  The following questions arise: What causes are the
obviously cannot be solved in polynomial time, is a exhaustive search? When it makes sense to seek an
important step in determining the class of problemseffective solution algorithm?
for which it makes sense to look for an effective These questions raise the problem of the
algorithm. It is such problems as finding a se@bf relationship between classes P and NP that is,immov
subsets of a finite set, constructed of all indefgem  gne of the relations: P = NP or # NP. Attempt to
sets of a graph. o _ solve this problem is the subject of many worksrief

For practical purposes it is convenient to use thajstory of these attempts to solve this problem kan
following definition of the class NP (Papadimitriend  found at “P-versus-NP” page.

Steiglitz, 1998). In this study we show that the difficulties in

A problem Z belongs to the class NP if: solving problem of the relationship between clas@es

and NP have methodological in nature. As it is well
* The problem can be defined by a finite number n oknown (Reingoldet al., 1977). As it will show below,

symbols these difficulties are exactly in the formulatiorf o
» The problem solution can be represented by a finitgroblems of the class NP.

number m of symbols, where m is a polynomial To solve this problem, it is enough to formulate a

function of n: m = f (n) question: whether the problem[ZNP is solvable in
» The time t for verifying the obtained solution is this setting? We specify the properties problems!Bf
some polynomial functions of n: t¢<(n) that require a complete inspection of the elemehthe

solution and we determine the class of problemsmf
Each problem of NP is solvable in the classicalfor which it is reasonable to seek an effectivauoh
sense, since it can be solved by a deterministingu algorithm. Then the other problem of NP is defirzed
machine (Erusalimsky, 200Garey and Johnson, 1979). the exponential in nature. Consequently, for such
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problems, finding an effective solution algorithroed Let S is the set of Hamiltonian cycles R* of G.
not make sense in the current statement. Denote a set Q of subsets of edges;¢f R1, 2, ..., m)

of E such that R0 Q, if and only if RO R*, (R* O S).
Mathematical models: Let R is a finite set and Q = Obviously, to answer on the question; “R Q?” it
{R1, Ry,..., Ry} is a family of nonempty subsets of R. needs to determine that:
A pair (R, Q), satisfying the property Eq. 1:

* A subset of Rdoes not induce the subgraph whose

if R,0QandR,0 R then RO ( 1) vertices has degrees more than two
e There exists a Hamiltonian cycle of R¥ S such
is called a hereditary system, or an independestery. that R O R*
Let a problem Z, belonging to the class NP, is
given to a hereditary system. Then, each of theeisb Clearly, the two (E, Q) are a hereditary system.
of R;0Q(j=12,..,n)is called an admissible solution Let (R, Q) is a hereditary system.

of the problem Z and every maximal respect to  Let, further, w() (i = 1,n) is an integer, called the
inclusion R is called support solution of the problem. weight of element;r0 R. For each RO Q we define
In the problem Z it is required to find a suppatusion  the sum:

that satisfies the given conditions.

The most _important guestion that _arises_in_ the w(Rj)= > w(r)

process of solving the problem, consists in deteirmgi OrR,

the membership of any subset of R R to the set of

admissible solutions of Q. This sum is called a weight of the subsgt R
Consider some examples of such problems. Suppose we want to find R¥ Q, which has the

maximum weight. In this case, we have formulates th
Satisfiability problem (SAT): Letm is a Boolean optimization problem.
function over n variables,...,x,, represented in
conjunctive normal form, i.e.Jt is a conjunction of
clauses. It is required to find a satisfying assignt of
variables, i.e., such thatis “true”.

The Maximum Independent Set problem (MMIS):
Let G = (V, E) is a n-vertex undirected graph. dt i
required to find a subset Vfl V, which has the

Let R is the set of literals r, where r is eitlxeor maximurm ngr_nber of _vemce; such that each pair of
vertices in V* is not adjacent in G.

X, (i=1n), belonging to some clause of thieThen the We establish that this problem is also definechon
set of admissible solutions Q contains such a $ulfse hereditary system.

set R, each of which has literals of some clauses o Any subset of RO V is called independent if every
To solve the question jR1 Q?” (R O R), it needs to  two vertices of Rare non-adjacent. Let Q is the set of
determine that: all independent sets of G. It is easy to see tmafphir

(V, Q) is a hereditary system. In this problem, e

«  the subset of Reontains no alternative literal, that the weight w(B = Card(R) for any R [ Q. To solve
is, a variable xor X, simultaneously the problem “R0 Q?” (R [ V) it is sufficient to show
. there are clauses of, containing together all that the vertices of Rj are pairwise non-adjacent.

literals from a subset ;Rthat is, the subset;R It follows from the above examples that the
problem of the class NP should be considered asira f
covers some of the clauses of the

(R, Q, P, f), where R is the set of all elementghaf
solution, Q is the set of admissible solutions loé¢ t

It is clear that the SAT problem is defined on aproblem, P is the system of predicates which determ
hereditary system. that a RO R is an admissible solution, i.e., RQ and

fis the map: R- W that defines the “weight” of the

The Hamiltonian cycle problem: Let G = (V, E) is n- admissible solution. In the future, we believe hiR;)
vertex undirected graph. It is required to findyale of  can be computed in polynomial time from value Card
graph edges of G, which includes each of n vertice¢R).

exactly once. Thus, we have defined a set-theoretic model of a
We show that this problem is also defined on aproblem of NP. In computational complexity theory,
hereditary system. each problem of NP is considered as problem
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recognition. A recognition problem is a computasibn Obviously, we can assume that the sequential

problem, whose solution is “yes” or “no” (Tucker, method is solely the general method for solvingheac

1997). The solution of computational problem (ifsth problem ZO NP.

case, a support solution) can be considered a®fpro Indeed, for example, suppose we need to find some

that the corresponding recognition problem of NB haindependent set graph vertices. Any independentfset

an answer “yes”. Therefore, the concept of angraph vertices is an admissible solution of MMIS.

admissible solution is broader than the concept oHowever, only the maximal independent set is the

“proof” for the recognition problem. support solution of MMIS. The global solution ofigh
problem-the maximum independent set-is also some

Sequential method: Let there be a problem Z NP.  support solution.

We assume that Z = (R, Q, P, f) is determined on a  Obviously, in the common case, the simultaneous

hereditary system (R, Q). The question arises: [daw choice of several independent vertices is not pbess

we construct an admissible solution Z? the structure of the graph is not known in advatics.

A Turing machine is a general model of clear that every next subsequence of vertices @n b
computation (see, for example, (Ahsi al., 1974; selected only if we know what vertices have already
Tucker, 1997). Therefore, we can assume that we hawbeen selected in an independent set earlier.

a single-tape Turing machine M. The machine M

processes symbols in the cells of the tape sealignti Problems without foresight: Let there be a problem Z
i.e., symbol by symbol. If we assume that the Tgirin O NP, determined by the hereditary system (R, Q). Le
machine solves the problem Z then we can consiger t further, R 0 Q is an admissible solution that is not
result of each step of M as an admissible solufiott supported. In accordance with forming the next
is natural to consider recording a symbol on tleetas  gdmissible solution Rsuch that RO R, and Card (B

the constructing the next element of the admissible- card (R) + 1, the problem of NP can be divided into
solution. two classes (Plotnikov, 1997; 1999):

Thus, the procedure constructing any admissible
solution RO Q (j =1, 2,..., m) is extensive at the time, «  The problems for which the next solution R R,

i.e., its elements are obtained sequentially, eftrbg 0 {r} (r O R) can be found in the polynomial time

element. _ _ _ by means of joining to the,Rf one element of the
The method of constructing the required solution,  get R\R

when we obtain it elements step by step, element by A the other problems of NP
element, we call sequencer (Plotnikov, 1997; 2011).

Let R, R, U Q is admissible solutions of the | other words, the problem of NP can be clagsifie
problem Z[J NP such that RO R,. We denote the time  according to the computation time of the predi¢ate
of their constructing as t (Rand t (RB) respectively. [ {r} O Q?” for any admissible solution;R] Q and

Then the following assertion takes place. for each element £ R\R,. If such predicate can be
_ computed in the polynomial time from the dimensidén
Theorem 1: t (Ry) <t (R)- the problem then this problem is called a problem

. ) without foresight. Otherwise, the problem is called
Proof: Without loss of generality, we can assume thatexponential in nature.

Card (R) = Card (R) + 1. By definition of the Note that the selected term-problem that is
sequential method, the admissible solutiondd@n be  eyponential in nature-should not be taken literafly is
obtained after the construction of a Turing maclohe 531 in the complexity theory (see, for examp&arey
the admissible solution,RThis will require at least one 5,4 johnson 1979) such problems may require Qx(n!)
cycle of the machine. This proves Theorem 1. O (M) steps to compute the predicate fR{r} 0 Q?".

) The set of all problems without foresight will be
Theorem 2: The solution of any problem & NP can denoted by UF, where UE NP.

be obtained by a sequential method.

Proof: We believe that every problem of the class NP igl "€0rem 3: The support solution Z NP can be found

solvable, i.e., each such problem can be solved by in the polynomial time if and only if the 4 UF.

deterministic Turing machine. Since this machinesru

sequentially, it produces the solution step by ,step Proof: Let there be a problem @ NP such that ZJ

element of the element. Therefore, Theorem 2 sstru  UF. By the definition of problems without foresight
1038
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each next admissible solution of Z can be founthen admissible solutions is exponential, i.e., requardst of
polynomial time. Sincé&l O Q for any problem Z1 UF ~ exhaustive search. Thus, the class NP includes all
and the support solution contains no more than@f{n problems of the class UF. It is easy to see thatthss
elements, where n is the dimension of the problach a of P is entirely in the class UF.
p (n) is a polynomial, this implies the polynomiahe Thus, a direct answer to the problem of “P vs NP”
of building the support solution. consists in the fact that the class P is not etuahe
On the other hand, let there be the problem P  class NP.
is such which solvable in the polynomial time. Assu
that Z O UF. In this case, there exists at least one CONCLUSION
admissible solution of Z, found at the exponertirake.
By condition of Theorem 3, the support solution of When the question of the relationship between
problem z0O UF is found in the polynomial time. We classes P and NP was formulated, many researchers
have a contradiction of Theorems 1 and 2. believed that this will solve the problem with the
Thus, the class UF induced problems of NP forpossibility to develop (or not) an effective (pabynial-
which the support solution can be constructed & thtime) algorithm for all problems of the class NP.
polynomial time. In common cases, each supporHowever, we found that the existing definition tdiss

solution is not the desired solution of the prohlem NP is redundant, i.e., It allows including in tliass of
problems that are exponential in nature. As weiazarl
Theorem 4: UF 0 NP and UF£ NP. removed the problems with exponential length sohgi
from the class NP, now, we remove from the class of
Proof: By definition, UFC] NP. NP the problems that are exponential in nature.

Definition of problems in the class NP does not  Inother words, it is expedient to focus on thelgt
exclude such problems, for which the verificationOf problems without foresight (the class UF) for
(obtaining) some intermediate results may requires€arching an effective solution algorithm.

exponential time. In problems of the class UF h# t However, in this case, we have two questions.
intermediate results can be obtained only in patyiab The first question concerns the problems which are
time. Therefore, UR NP. exponential in nature. We see that such practical
Taking into account Theorems 3 and 4, we havdmportant problems as the Hamiltonian cycle problem
the following result. (in the current formulation) cannot be solved
effectively. However, it is necessary take into ot
Corollary 1: PO UF and P NP. that the set of problems without the foresight_lhd_els__
Using our terminology, we can reformulate the Such  NP-complete problems as the satisfiability
third item in the definition of the class NP addals. problem and the maximum independent set problem.

Time t for verifying the obtained support solution However, every problem of the class NP can be rediuc
is some polynomial function from n: t &(n). some (NP-complete) problem without foresignha t

Then we have following definition of the class UF. Polynomial time, for example, to the satisfiability
A problem Z belongs to a class UF If: problem (Garey and Johnson, 1979). Such reduction

can be considered as a reformulation of the retevan
) - roblem that is exponential in nature into the peob
 The problem can be defined by a finite number n of, ;i1 out the foresight.

symbols . o The second question consists that we must be
» The problem solution can be represented by a finitgaformulated the old problem of “P vs NP” into awne

number m of symbols, where m is a polynomialgne namely: “P vs UF”.

function of n: m = f (n) o o Thus, unfortunately, the elucidation of the
* The time t for verifying any admissible and finite rejationship between classes P and NP does noteansw

solution is some polynomial functions of n: t =5 the question about the possibility of effectel

d(n) solving problems as the class NP and the classSNdF.

just found that the lack of an existing definitiohthe

As we can see the definition of the class UF diffe class NP consists that we do not determine the
from the definition of the class NP only the thitdm.  polynomial time by checking the truth of the predie
The definition of the class NP wider than the peols P for the problem (R, Q, P, f) NP.
of the class UF since the class NP can includes and To have a hope for constructing effective solution
objectives for which the time for verifying any algorithm, we need to consider the problem of thes
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