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Abstract: Problem statement: Data clustering has been applied in multiple Betdich as machine
learning, data mining, wireless sensor networks patlern recognition. One of the most famous
clustering approaches is K-means which effectivedg been used in many clustering problems, but
this algorithm has some drawbacks such as locahaptonvergence and sensitivity to initial points.
Approach: Particle Swarm Optimization (PSO) algorithm is afieche swarm intelligence algorithms,
which is applied in determining the optimal clustemters. In this study, a cooperative algorithm
based on PSO and k-means is preseredllt: The proposed algorithm utilizes both global search
ability of PSO and local search ability of k-meambe proposed algorithm and also PSO, PSO with
Contraction Factor (CF-PSQO), k-means algorithms KR&O hybrid algorithm have been used for
clustering six datasets and their efficienciescaammpared with each otheConclusion: Experimental
results show that the proposed algorithm has a@paable efficiency and robustness.

Key words. Particle Swarm Optimization (PSO), Contraction Ba¢CF-PSO), Sum of Intra cluster
Distances (SISD), difference between Gbest fitness] optimum, clustering algorithm

INTRODUCTION widely used. K-means method starts with K cluster
centers and divides a set of objects into K sub3étis
Clustering is an unsupervised classificationis one of the most famous and applied clustering
technique in which datasets that are often vediors techniques since it can be easily understood and
multi dimensional space, based on a similarityecign, ~ implemented and its time complexity is linear. Bt
are divided into some clusters. Data clusteringJess ~Means method has major weaknesses. One of these
application in data categorization (Memarsadeghi anWeaknesses is extra sensitivity to initial values o
Leary, 2003),(Velmurugan and Santhanam, 2010), datgust_er centers. ijectlve function of k-mean_s has
compression (Celebi, 2011), data mining (Pizzutl an multiple local optimums and k-means method_ls not
Talia, 2003), pattern recognition (Wong and Li, @0 capable to guarantee to pass local optimums.
compacting (Marr, 2003), machine learning (Yaetg Therefore, if initial position of cluster centers i

al., 2007), image segmentation (Vannoorenberghe an@roP!ém space was chosen inappropriately, thisccoul
Flouzat, 2006) and Data clustering importance inconverge to a chal_opumum.
Data clustering is of NP problems. One of the most

various sciences causes the introduction of various ° e - )
methods of data clustering (Hartigan, 1975). Wheedu @applied methods for finding suitable solution foese
on a set of objects, which have attributes thakinds of NP problems belongs to swarm intelligence
characterize them, usually represented as veatoss i algorithms. Particle Swarm Optimization (PSO) igon
multi-dimensional space, are grouped into someof the most famous swarm intelligence algorithms,
clusters. When the predefined clusters number @& which was presented by Kennedy and Eberhart (1995).
there are N m-dimensional data, clustering algorith Thijs algorithm is an effective technique for sotyin
would assign each of these data to one of thearBist o nimization problems that works based on probigbili
such.Fhat gss_lgned data to a c_:Iuster with resgee t rules and population. So far, different PSO-based
specific criterion are more similar to each othieart : .

methods for solving data clustering problem havenbe

data in other clusters. ) ) ) .
The k-means clustering algorithm was developed’reésented (Esmiet al., 2008; Kao and Lee, 2009; Tsai

by Hartigan (1975) which is one of the earliest ang@nd Kao, 2010). Presented a hybridized algorithseta
simplest clustering approaches that has been ev@n k-means methods and PSO, called KPSO in (Merwe
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and Engelbrecht, 2003). In KPSO, first, k-means In Eq. (1), X% is g" data vector, Zis i" cluster
method is executed and then, outcome of k-means genter and D is the dimension of data and clustetec.
used as one of the particles in initial solutionRg§0. 0) Cluster center are updated by Eq. 2:

Therefore, first in this method, high convergenrate of

k-means is used and after k-means converges, PSO &=— { Xp}
applied for exiting from local minimums and improgi Nj Loweci

the result of k-means. In this study, a cooperative In Eq. 2, nis the number of data vectors

algorithm is proposed based on PSO and k-means. |t esponding to"li cluster and Os a subset of the total
the proposed algorithm, first, particles —perform gyata vectors which constitut® gluster and are in it.
optimization process in PSO. After particle swarm  phases (a) and (b) are repeated until stop aiteri
convergence, obtained cluster centers by partigtes s satisfied (Hartigan, 1975).

used as initial cluster centers of k-means algorith
After forwarding PSO's output to k-means, partices
reinitialized and performs clustering again. Intfao

()

Particle swarm optimization algorithm: PSO is one
of the swarm intelligence methods and evolutionary

. . besrict optimization techniques, which was proposed by
the proposed algorithm, PSO is used for a glo Kennedy and Eberhart (1995). PSO was presented

and I_(—means is used for a local search. The prdpos(::‘;mcording to animals social interactions such ad bi
algorithm and also k-means, PSO, CF-PSO (Eberhag, ang fish swarm. In this method, there is aswaf

and Shi, 2000) and KPSO algorithms are applied fopaticles that each of particles shows a feasiblietisn
clustering 6 real datasets iris, glass, wine, sop@na  for optimization problem. Every particle tries toowe
and WDBC. Comparing obtained results fromtoward final solution by adjusting its path and rimgy
experiments shows an acceptable efficiency of theéoward the best personal experience and also the be

proposed algorithm. swarm experience.
Suppose that the population size is N. For pariicl
MATERIALSAND METHODS (1= i< N) in D-dimension space, current position isx
K-means algorithm: Clustering in D-dimensional (it: %2 .-, %p) and velocity is x= (Vo , Viz , ..., Vo).

Euclidean space is a process in which a set of Npuring optimization process, velocity and positioh
members, based on a similarity criterion, is didideto ~ €ach particle at each step is updated by Eq.3 and 4
K groups or clusters. Various clustering methods ar

represented so far. The base of clustering algositts Vi (t+1)=wv,; (t)+G R}, (Poest (= x())
measuring the similarity between data and it is,. R?.(Gbes.t( - x( ))

determined how much similar these two data vectors ° ‘ 5

are, by a function. K-means algorithm is one of the _

oldest and most famous clustering methods. ThisX‘(Hl)_X‘(t)W‘(Hl) (4)
method sorts data vectors in D-dimensional space in

clusters, which their number was determined before\,Nhere' X; is the component j of particle i; and ¢ are

this clustering is based on Euclidean distance &etw acceleration coefficients and w is inertia weidt#ttcan
data and cluster center which are considered a€ & constant number or a positive function (Shi an
similarity criterion. Eberhart, 1998). R is a random number with uniform
Euclidean distance between data vectors of &listribution in interval [0, 1]. Pbesft) is the best
cluster with the center of that cluster is lessttiaeir ~ Position that is found by particle i until timethe best
Euclidean distance with other cluster centers. @teh  Individual experience of particle i) and Gbestigtthe

®3)

k-means algorithm is as below: best position that until time t is found by whole
“Initial positions of K cluster centers are deteresin  SWarm's members (the best swarm experience). At eac
randomly. Following phases are repeated: iteration, the best individual experience of pagticis

For each data vector: the vector is allocated to &iven by Eq. 5:
cluster which its Euclidean distance from its cerige
less than the other cluster centers. The distanciister Poest( } , iff( x( t+3)= f{ Poest )}

center is calculated by Eq. 1: Poes( )_:{ X (t+1), iff (x, (t +1)) <f (Pbest( }) ©)

D . .
Dis(X,.Z,) = ’é(xpi -z, )2 (1) where, f(x) is the fitness value of vector x. Thesb

i swarm experience is given by Eq. 6:
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Gbes( t+ }= argmin( qug(tﬂ))]_ d<i (6) shows a vector of a particle that contains K d-
R dimensional cluster centers.

Clerc presented another version of PSO in whic . . . .
P P]Droposzed algorithm: In this section, a new cooperative

by wusing construction factor (CF-PSO), PSO ) X .

convergence rate has been improved. In this veision aIgothm based on PSO and k-.me.ans algorithms is

PSO, particles velocity is updated by Eq. 7: described. The purpose of designing the proposed
algorithm is to take advantages of both algorittand

vi.(t)+clRi1v(Pbe$§()—9g()) remove their weaknesses. K-means is of high
v,;(t+1)=x| " 2" ' ' (7) convergence rate, but it's very sensitive to ifitiag
+¢,R? (Gbest( }- x( }) the cluster centers and in the case of selecting

inappropriate initial cluster centers, it could verge to a

Eberhart showed_that the appropriate valug &  |5ca) optimum. PSO can pass local optima to sortenex
0.729843788 and;sc,=2.05 (Eberhart and Shi, 2000). p ¢ cannot guarantee reaching to global optima. évew

According to how particles move in PSO, particle®m  pgryg computational complexity for data clusterisg

leave sear_ch space, which leads to decrease Bﬂyue_ much more than k-means. How the proposed algorithm
and algorithm convergence rate. To remove th|§ . .
. functions remove weaknesses of these two algoritdmds

problem, some constraints are considered for vgloci v their advantaces is as following:
components' values. For this reason, in each ofPPY 9 . ng. .
In the proposed algorithm, first, the particleg ar

iterations, after computing velocity by Eq. 3, aeflits . .. " . ) !
components' values would be considered in Variougmtlallzed in PSO. Each of particles contains Kister

dimensions. The value of each velocity Vectorcenters.which are displaced in the problem space by
component can be clamped to the rangezVma] to per_formmg RSO algorithm. PSO continues to perform
reduce the likelihood of particles leaving the skar until the particles converge. After convergenc&80,
space. The value of \is usually chosen to bexX ., ~ GPest position including the best cluster centensciv
(Here, Xna is the length of changes interval in searchhave found by particles so far is considered asripiet
space dimensions), with &K<l (Bergh and Of k-means. Then, k-means algorithm starts working
Engelbrecht, 2004). To find the optimal clusterteesy ~ and while it is not converged, it continues working
PSO algorithm applies Eq. 8 as the fitness functionherefore, PSO searches globally and as far amitit
(Tsai and Kao, 2010). Eq. 8 shows generating foncti passes local optima. After convergence of PSO’s
of Sum of Intra Cluster Distances (SICD) which ieo particles, PSO’s output would have an appropriate
of the most known evaluating criteria for clusterin initial cluster centers for k-means.

data. Less value of SICD is higher quality the
clustering is performed. Therefore, for data
clustering, PSO algorithm should minimize the
fitness function in Eq. 8:

(Zl.l ’Zl.l ""’Zl.d ’Zl.l ’Zl.l ""’Zl.d ""’ZK.I ’ZK.l ""’ZK.d)

Fig. 1: Structure of a particle position in data

K clustering problem space
IGCG ¥ X 7 X ®
i=1\ X;0C Coop-KPSO:
1 for each Particle i
2: initialize x; , v;
. . 3: Pi=x;
In Eq. (8), the Euclidean distance between each o
. . . : G=ar J(B
data vector in a cluster and the centroid of thater is PN
calculated and summed up. Here, we have K clu§iers z res Parilel )
(1< i £ K) that each of N data vectorg)Xare clustered 9 Check the velocity boundaries.
. . 10: update x; using Eq. (4)
on the basis of distance from each of these cluster 11 if105) > JPoest) then
centers Z(1 < i < K). Data vectors belong to a cluster 5 ?;‘f(fb ‘) ‘o
. . . . . : i est;) > en
that their Euclidean distance from its cluster eens 15 | Suespues,
. . . 16: endil
less than their Euclidean distance from other elust 17 endor
centers. Thus, PSO’s objective is to determinetetus 15 ExeanckomemsonGhes _
centers that are minimizing Eq. 8. Since data vscto 2 bl oweomeofiomenns
and cluster center vectors are d-dimensional aaceth p Mmiialize SO
are K clusters, eachparticle should represent Istetu 3% il citerion s met

centers in d-dimensional space, consequently it has
Kxd BFQUOTE k«d components in its vector. Fig. 1 Fig. 2: Pseudo code of proposed algorithm
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Hence, after sending PSO’ outcome to k-means, this RESULTS

algorithm starts searching locally. Consequentty, i

the proposed algorithm, global search ability ofCPS Experiments: Experiments were performed on 6
has been used and after converging, a great part ghtasets and efficiency of k-means, PSO, hybridized
optimization process will be given to k-means 10gigorithm of PSO and k-means called KPSO (Merwe
utilize high capability of local search of this alghm 54 Engelprecht, 2003) and Proposed method were
and its high convergence rate. Since initial cluste ., 004 on these datasets. In all the methods, the
centers for k-means are obtained by PSO and k—mean%. tive function is Eq. 8 'h' h calculat m’
is used for local search, k-means weakness o Jective function 1S £q. o, which calcuiates suin o

sensitivity to initial cluster centers is removegut, ntra cluster distances. In this study 6 datasetsew

PSO capability may not be enough for preventingused that all of them were seIected_am_ong the atdnd
from being trapped in local Optima_ If this a|ghm is real dataset of UCI (http://arChlve.|CS.UC|.6dU)mI/
trapped in local optima, it cannot present propéral which include datasets of Iris, WDBC, Sonar, Glass,
cluster values to k-means. Thereafter, according t&Vine and Pima. Brief specifications of datasets
low ability of k-means in passing local optima, theincluding name, size, number of attributes, numdfer
obtained result cannot be acceptable. To raise thislasses and number of available data in every eless
problem, after convergence of PSO, the output isf th given in Table 1.

algorithm is sent to k-means. Simultaneously with  The performance of the six algorithms is evaluated
start global search again. In fact, in one time of  gum of Intra cluster Distances (SISD): The
executing the proposed algorithm, PSO has manyisiance between each data vector within a clustdr
times of chance to perform an acceptable globayg cjyster center of that cluster is calculated an

search. It should be noted that in the proposed,meq up. Eq. 8 is used for calculating the SICD
algorithm, in each time of executing PSO, partlcleswhiCh has to be minimized

just search globally and converge after a shore tim Error rate: It is defined as the number of mispthc

and k-means undertakes the remaining of optimipatio _ . o
process which is local search Therefgre wliath eesp points over the total number of the points in tatadet
' ! which is given by Eq. 9:

to low computational complexity of k-means, huge
amount of computations for local search is prewente
In the proposed algorithm, it has been tried tdizgti Err:(i N (i (cl = Clustef ) thenOel }( 1 9
this conserved computation load for giving new NZﬂ( ( asg ) e()) s)e ©
opportunities to PSO in order to perform an acdepta

global search in at least one of given opportusite N is the total number of the points in dataset and
it. Hence, for each execution of global search BPP  Class(i) represents the class number which pdietangs
k-means is also performed once. In the proposegh and Cluster (i) represents the cluster numbechwh
algorithm, to determine the convergence of particleyoint | was assigned to. Eq. 9 shows the number of

swarm, the difference of obtained results inpigpiaced points divided by the total number oftmi
consecutive iterations of performing the algoritisn In the proposed algorithm, since it is convenient

used. When particles converge, the obtained resul .
difference in consecutive iterations decreasesbyso tt?‘at PSO performs fast global search and converges,

considering a threshold for the difference betweershould use a version of PSO which is of high

Gbest fitness values in iterations i and j, it canconvergence rate. Among PSO's versions, PSO with
determine their convergence. In the proposedontraction coefficient (Shi and Eberhart, 1998f ha

algorithm, because PSO and k-means algorithms argigher convergence rate, therefore, this version is
performed multiple times, always, it has to save th gpplied in the proposed algorithm. Parameters
best found cluster centers by algorithm so far. thar adjustment in algorithms is as following:

purpose, a bulletin is applied that each time kimsea

finishes after convergence of PSO, the obtainedltres |,pe 1: characteristics of the Data Sets Considere

of that will be compared with saved result in btile No. of No. of

If obtained cluster centers are better than saeedlr Name  classes attribute  (size of classes in pazses size

in bulletin, saved value in bulletin is updated. K- Iris 3 4 150 (50, 50, 50)
means execution finishes when after two consecutiv€ma 2 8 768 (500, 268)
iterations of its execution, cluster centers wotilde Wine 3 13 178 (48,71, 59)

. . Glas 6 9 214 (70, 17, 76, 13, 9, 29)
displaced. Pseudo code of the proposed algorithm i§y,,; 2 60 208 (111, 97)

represented in Fig. 2. WDBC 2 30 569 (357, 212)
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Initial positions of cluster centers of all algbms are For instance, for clustering Iris dataset whicls ha
selected among data vectors randomly. Populatimnisi 3 data classes of four dimensions, the problemespac
PSO, PSO with contraction coefficient, KPSO and thevould be 12 dimensional as Fig. 1 (D = 12).
proposed algorithm is considered 5 times of proldpate  Therefore, the algorithms have to be run 120 times.
dimensions according to (Kaet al., 2008). In the One of the other stop criteria for performing the
proposed algorithm and PSO with contraction cdefii; ~ algorithms is based on the number of fitness
€= 6= 2.05 and; = 0.729843788 are considered=a, evaluations. In this study, for fairness of comganis,
= 2 are considered in PSO and KPSO and inertiahtveig the number of times which PSO executes fithess
value is obtained by “w = 0.5 + rand/2” at eaclaien  evaluations in 10xD iterations of its performanie,
(Kao et al., 2008). With respect to various experiments,SICD is calculated, is considered as stop critenbn
if SICD relating to Gbest is less than 0.1 in Bat®ns, algorithms. Hereon, all the algorithms can do thes
it means that particle swarm has converged. In (ao number of fitness evaluations until finishing their
al., 2008) the number of iterations of algorithmswork. The algorithms are performed 50 times foradat
execution based on PSO is equal to 10 times of thelustering and the best, mean and standard deniatio
problem space dimensions. of SICD obtained from algorithms are presented in

Table 2 for clustering of 6 datasets.
e — Fig. 3; illustrate the convergence behaviors @&f th
- five algorithms for iris and glass dataset.
KBS, As it is observed in Fig. 3, the proposed algoritism
executed in less iteration in comparison with other
algorithms because during execution of the proposed
105 algorithm, these iterations are used for k-means
100 - execution. In fact, each iteration of PSO executidti
95 1 N particles is equal to N iterations of k-means

140
135
130
125
120
115
110

LS [T s pe- = e

-

Intra cluster distance

0 20 30 40 S0 60 70 80 %0 100 110 120 execution based on fithess evaluation number.
Tteration
DISCUSSION
Glass
R As results show in Table 2, the proposed algorigim
Lg%?go : of better efficiency than other tested algorithms.
——rovosed method | Nevertheless, it has to be mentioned that thediained

result from CF-PSO is better than the proposedritigo
in three cases because this algorithm is of grdaad
search ability than k-means. Indeed, although CB-PS
has higher computational load than k-means forlloca
e = search, the accuracy of its obtained results isebet
50 100 150 200 250 300 350 400 450 500 .

Teration than k-means. As a result, the best obtained result
from it are sometimes better than the proposed

Fig. 3: Convergence behaviors of the five algorghm &/gorithm because in the proposed algorithm local
for Iris and Glass dataset search is done by k-means.

Table 2: Comparison of sum of intra cluster diseanfor the five clustering algorithms

Data set Criteria K-means PSO CF-PSO KPSO Proposéuod
Irish Best 97.320000 97.1000000 96.6500000 96.78000 96.7300000
Mean 102.5700000 102.2600000 99.7600000 99.6100000 96.9100000
Std. Dev 11.3400000 5.8100000 10.9300000 7.2100000 0.1700000
Pima Best 52072.2400000 47627.7300000 47562.1200000 47606.0200000 47561.3500000
Mean 55076.5200000  48153.1800000 47613.0400000 7647300000 47580.4300000
Std. Dev  7790.3700000 523.1500000 175.4900000 1268000 59.9700000
Wine Best 16555.6800000 16307.1600000 16294.1800000 16298.9200000 16292.6800000
Mean 17662.7300000  16320.6700000 16303.8800000 0715300000 16293.7500000
Std. Dev  1878.0700000 9.5300000 5.6000000 7.23D000 0.8800000
Glass Best 213.4200000 230.6400000 210.4400000 020@000 211.0400000
Mean 241.0300000 258.0200000 248.8000000 233.28000 214.8300000
Std. Dev 25.3200000 12.2400000 18.7800000 14.@ED00 4.0900000
WDBC  Best 152647.2500000 149537.7300000 1494 73(BBD0O 149480.9300000 149473.1500000
Mean 179794.2500000 149830.8700000 149659.0400000 149594.0500000 149475.0800000
Std. Dev  55222.1700000 364.7300000 511.6100000 .3168000 1.3700000
Sonar Best 234.7700000 271.8300000 233.7500000 6232000 234.6300000
Mean 235.0600000 276.6800000 245.0200000 234.99000 234.7800000
Std. Dev 0.1500000 3.7900000 15.6200000 0.2200000 0.1600000
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Table 3: Comparison of error rate for the five tduisg algorithms

Data Set K-means PSO CF-PSO KPSO Proposed method
Irish 16.05+10.10 10.64+4.50000 12.57+6.730000 827%7000 10.24 + 0.5900

Pima 34.10+0.310 39.40+0.83000 39.24+0.260000 39.42000 39.19+0.02000

Wine 34.38+6.080 28.74+0.39000 28.53+0.370000 2855000 28.46+0.30900
Glass 48.30+3.140 48.72+1.34000 47.28+1.570000 047.88000 45.82+0.81000
WDBC 19.12+9.220 13.18+1.80e-15 13.18+1.80e-15 13.18=1 55 13.18+1.81e-15
Sonar 44.95+0.970 46.60+0.420000 47.03+1.000000 8940.840000 44.00+1.470000

While the averages of results of the proposedroposed algorithm is such that the strength aiiidyab
algorithm, in all cases, are better than the otested of preventing from being trapped in local optimuigns
algorithms in this study. The reason is usage ofmproved. The proposed algorithm along with four
strategies which have been used for global search iother algorithms is used for clustering 6 standard
this algorithm. In fact, the proposed algorithm is datasets and obtained results are compared with eac
successful in finding the global optima in mostsun gther, Experimental results show that the proposed
and can prevent final result from being trapped ing|gorithm is of higher robustness and better efficy
local optima, whereas, this ability is observeds|&s 14" gher tested algorithms. To improve the obtained
other algorithms and they cannot guarantee passin@.qits of the proposed algorithm, it can increlasel

Icical 'tr?ptlr?a.b Thf'sl Wea;knes;] ce:juse?t tr;)at aglthegearch ability around the best found position bg th
algorithms to be of 1ess strength and not o be ab algorithm. This is issue that merits further reshar
reach to almost the same results in their various

implementations. For instance, CF-PSO algorithm
that has gotten better results in some cases cbuldn REFERENCES
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