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Abstract: Problem statement: The spiraling growth of IT industry has witnessedumprecedented
change in the software development paradigm, frdgoréhmic models to machine learning
techniques. At present, there are no standard metho predict the accuracy of software cost
estimation, which is an important goal of the saifitevcommunityApproach: This study proposes a
simple and systematic algorithmic procedure fol@gabased software cost prediction to detect the
aberrant data points. The algorithm is analyzedcamcelated with the Desharnais and NASA datasets
containing all adaptive features with numerical adegorical variablesResults: The interpreted
curves using the above datasets depict a disceraifdmaly for the dataset having more categorical
variables, thereby indicating the erroneous datatpdConclusion: The elimination of aberrant data
points using the new algorithmic method improves #ttcuracy of software cost estimation using
historical data sets.
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INTRODUCTION approaches have been proposed, software effort
estimation heavily rely on the local factors such a
Software cost estimation plays a critical role toLines Of Code (LOC), Function Points etc.
predict the effort and evaluate the feasibility tbe Though most research projects dealing with effort
project based on the costs involved. It is invayiab estimation have adapted the traditional algorithmic
essential that the technique used to estimate dse ¢ Models, there has been a significant developmefitein
should produce accurate results for decision makingEXPloration of machine learning or non-algorithmic

Numerous methods have been proposed for the effoﬁ‘qd.els' Estimation of effort can be carne_d outam
I . . efficient and accurate manner by collecting relaven
estimation, which fall into one of the three broad g
. . . ... software data terms.For the collection of such dgtke
categories viz., expert judgment, algorithmic

_ X methodology (Omaret al., 2011) can be employed
models and machine learning (Mendesl., 2003). \yhich is an accurate, incremental and an iterative.
This study presents an enhanced algorithm thatj et al. (2009a) have proved that the use of neural nets
predicts the software cost using the Analogy-X rodth for the prediction of software reliability outperfo the
by identifying the most appropriate and stable ¢fet traditional statistical systems.
project sets which aid in the prediction of theoeff Azzeh et al., (2011) have improved the
involved. The enhanced algorithm successfullyperformance of analogy at the early stage  of
produces accurate results based on the concept tfentification process by using fuzzy numbers. Hyuan
analogy. et al., (2007) developed a fuzzy neural network by
applying artificial neural networks to fuzzy infeee
Related work: Over the past three decades, intensiveprocesses. Le-Dcet al., (2010), have proposed a
research in the area of effort prediction has mtedi scheme for filtering the Inconsistent Software Bcoj
several approaches for cost estimation. HoweverData for Analogy-based effort Estimation.
algorithmic models for effort estimation, based on Another sphere of software cost estimation is the
statistic and regression analysis, constitute ttlgom Case Based Reasoning (CBR) which is currently a
proportion of the research. Although several newpopular alternative procedure for algorithmic and
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machine learning methodologies. Mukhopadhg@asi ., The prediction of effort using analogies is basad

(1992) discuss about the early study using a hytag  the completed set of projects that are similah&riew

based reasoning and rule based system. Data-méensione. Lj et al., (2007) comment that there are many

analogy based software effort prediction gainedyqthogs for finding the number of analogies, bulso

g?:ﬁgl‘?erll:jy R’Igcetrr\]ttla Klgg l}r?gl? ets al b{zofr)epfoergsezndsuch as ANGEL compute a similarity measure usieg th
' Y 9 X prop project and product features between a new prajedt

a method to improve Analogy based software™ in the historical datab Y ;
estimation. Empirical experiments using the toalshs Projects in the historical database. However, tiagom

as ESTOR and ANGEL (Keung, 2008) show that thedrawback with this method is that the tool will pide
estimation by analogy is a viable alternative tedict ~ estimation even if th_e dataset is absolutely ixzte for
accuracy and flexibility. case-based estimation.

MATERIALSAND METHODS Analogy-X: To overcome this drawback, a new
research has identified an approach called Anakgy-
Analogy: Analogy based effort estimation method that uses Mantel’s correlation and randomizaticstste
longs to machine learning category. The basic fea 1o verify the basic hypothesis of finding the sttitil
analogy prediction (Jorgensen and Shepperd, 2G07) hasis for analogy. Initially, a similarity matrixs i
shown in Fig.1. constructed for effort as well as for project fasto
based on which the Mantel's correlation is caladat
The correlation value is then used to decide tlewaiece
of the datasets. The dataset whose correlatiore valu

New projects

l significantly different from zero is found to bepappriate.
Mantel's Randomization test is subsequently used
Similarity function to test whether the value is significantly differémom

zero. A stepwise feature selection and sensitivity
analysis, based on Jack-Knife method is used taigeo
the confidence limits on values ofyRthat are
Project significantly different from zero.

datasets In effect, the benefits of using the proposed
algorithm include:

'

Project retrieval |g—

l

Solution function

Searching
technique

e An algorithmic basis for estimation of analogy
l « Ability to accurately discriminate the significant
and insignificant predictive relationships
« Detection of aberrant data point using sensitivity
analysis

Cost prediction

Fig. 1. Analogy Based cost Estimation Flow chart Proposed algorithmic method: In order to determine
o o ] ~ the software cost, although several statisticakpges
Projects that are similar with respect to projectyre gyailable, the lack of complete tool for estinm

and prqduct f_eatures such as Size and cc:mplexily Wihe project cost by the concept of analogy for tiagd

be similar with respect to project effort”.The step . L

: ) the categorical dataset has inspired us to devaiop

involved are: .

enhanced algorithm that serves as the base for the
development of a software tool for cost estimation.

* Select the historic projects and find the cost . :
prol Our study consists of two enhanced algorithms

drivers. i ) =k _ _ )
«  Find the similarities between the new and the targeVich are depicted in Fig.2. Algorithm 1 is usedital
projects. out whether the analogy based estimation is an
- Recognize the historic projects that are analogougPPropriate method for the dataset. Algorithm 2 is
to the target. proposed to detect the aberrant data points in the
«  Set the effort of the historic project to estimite  historical datasets by taking all possible combaret
effort of the target project. of project adaptive features
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Fig. 2: Proposed algorithmic flow chart

is essential that the significance level generdteth
permutations has to be close to the level obtainitl

all the possible permutations. There should be a
minimum of 1000 randomizations for estimating a
significant level of about 0.05 and at least 5,000
randomizations are realistic minimum for achievimg
significance level of about 0.01.

When R, <1, Algorithm 2 is used to construct the
estimator R, and the confidence intervals. A new
project feature has been added to obtain an
increased], . It is assumed that the new feature has
more significant contribution to assess the sirtilaif
the new value ofR;, is larger than the upper 95%
confidence limit. The abnormal data points are iolei
by omitting one project at a time from the dateeed
calculating the Rwhich is the correlation for the
dataset excluding project i. The | Mhich supports the
sensitivity analysis for analogy is calculated mding
the difference between the overa&l], and Rindicating
the impact of the specific case ¢ the overall R. The
z-test provides a mechanism to formally verify vitest
the value of Ris an aberrant one.

RESULTS

The datasets used in this study is the Desharnais
dataset (Keungt al., 2008) and NASA 93 (Let al.,
2009b). The dataset has 9 independent variabled and
dependant variable. Actual Effort in person howgs i
used as the 10th variable for the matrix B.

The NASA 93 dataset comprises of 93 complete
projects, having 17 independent variables of wHibh
are categorical variables. This dataset is in COQDOM
81 format collected from NASA centers Published in
PRedictOR Models in Software Engineering
(PROMISE). In this format, the DevEffort variable i
considered for the generation of matrix B.

On applying the Desharnais dataset to the
described algorithm, the following set of resul®wn

Algorithm 1 considers predictor distance matrixin Table 1 and 2 were obtained.

and the response distance matrix as input parasneter
To test a hypothesis, there should be a relatipnshiTable 1: Results produced using algorithm 1on desiig
between these two matrices and Algorithm 1 idesgifi Results of algorithm 1 on desharnais dataset
the association between the corresponding elenients Ru : 0.1345
; ; i Value returned : true
two distance matrices. The significance of the . .
. . . . Hence, analogy is applicable
correlation is determined by the permutation proced for gesharnais dataset
in which the original value of the test is compaveth
the distribution of elements found by randomly taple 2: Results produced using algorithm 2 on alestis
reallocating the order of the elements in one @& th Results of Algorithm 2 on Desharnais Dataset

distance matrices . R, : -0.1348000
However, it is highly impractical to consider gl ¢ : 0.0000590
possible permutations of distance matrix elemeats f UCI : -.0119463

the number of cases that is invariably large. Haweiy ~ C! -0.1501610
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Table 3: Results produced using algorithm 1 on NASA

Results of algorithm 1 on NASA 93 dataset 4
Rwm : -0.12104
Value returned : true 2

Hence, Analogy is applicable

for NASA 93 dataset 0 0 20 40 60 80 100

Table 4: Results produced using algorithm 2 on NASA

Z-value-toidentify project outliers

Results of algorithm 2 on NASA 93 dataset 4
R, : -0.120340
S : 0.0000350 -6
UClI : -.0108448 3
LCI : -0.132231

-10

The results obtained by applying the algorithmshi
NASA 93 dataset are tabulated in Table 3 and 4. Projects

It is found that the Desharnais 77 dataset and ANAS

93 are applicable for Software effort estimation byF9- 4 Results of NASA93 dataset

Analogy. The value of;zis usually taken as an DISCUSSION
indicator to identify the abnormal cases. If théueaof o _ . _
|z|>4, then it is said to indicate an abnormal daiatp Only statistical ew;iences are available which
do not support the categorical datasets. Therefoese
In our experiments, it is found that: proposed algorithms serve to support the catedorica
Z76= 8.4121 (Desharnais Dataset) and numerical datgsets. By p_rc_—:-dicting the relat.ixbn
Zgo = 9.102127 (NASA 93 Dataset) two matrices, Algorithm 1 identifies whether anglag

applicable to the dataset or not while Algorithm 2
detects the aberrant data points using the uppér an
4 lower confidence values. This enhanced algorithm

§ ) successfully produces accurate results based on the
E concept of analogy for an effective estimation fédre.
w |0 =
=2 ]
&l @ 4 40 a0 B0 CONCLUSION
o
2 | -4 This study is based on the concepts of an
5 % algorithmic method that provides an accurate refsult
é delineation of the aberrant cases involved in the
5 -8 software project development. The algorithm:
; -10 e Assesses the suitability of the dataset for analogy
- « ldentifies the most appropriate feature subset
_ « Eliminates an aberrant project case and
Projects « Determines the most suitable adaptive feature
weights for the purpose of software effort
Fig. 3: Results of desharnai’s dataset estimation
Figure 3 illustrates the outlier case presenthim t Although the software cost could be estimated

Desharnai's dataset, while Fig. 4 indicates theesbon | iy AP ;
: " _ g the Analogy methodology, it failed to provide
NASA 93 dataset. From Fig. 3 and 4, itis predidteat .\ 010 statistical basis for the estimation. This
if the dataset contains more categorical variabteis, .
drawback has been overcome by using the extended

easy to identify the aberrant data points. Thertteal I hod it is difficul :
and graphical results simulated shows that the‘Nalogy method. However, it is difficult to integea

particular case is an aberrant project set and enendh® extended analogy concept with other machine

can be removed. The process is again repeatdg@arning techniques and also to design a tool for

excluding the aberrant case for predicting theautomation of the process. Therefore, this algorith

software cost estimation. serves as a basis for designing a new tool asasedtbr
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integrating the same with other techniques to mandlLe-Do, T.K., K.A. Kyung, Y.S. Seo and D.H. Bae,

both categorical and numerical datasets. 2010. Filtering of inconsistent software projectada
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