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ABSTRACT

As the popularity of Twitter continues to increasgidly, it is extremely necessary to analyze thgeh
amount of data that Twitter users generate. A mopulethod of tweet analysis is clustering. Becansst
tweets are textual, this study focuses on clugjetiveets based on their textual content similarTtyis
study presents tweet clustering using cellular ersgorithm cGA. The results obtained by cGA are
compared with those obtained by generational gemdgorithm in terms of average fitness, average ti
required for execution and number of generationgeEmental results are tested with two sets: Ohe o
1000 tweets and the second formed of 5000 tweéis.r@&sults show a nearly equal performance for both
algorithms in terms of the average fitness of tbkit®on. On the other hand, cGA shows a much faster
performance than generational. These results damabmsthat cellular genetic algorithm outperforms
generational genetic algorithm in tweet clustering.

Keywords: Clustering, Cellular Genetic Algorithm, Twitterw€et Similarity

1. INTRODUCTION include well-developed thoughts, instead they drerts
and concise; however complete enough so that esers
The last years witnessed an enormous growth ofunderstand the ideas delivered by the tweets (Tjamas
internet-based social network siteslike Faceboaqge+, 2010; Sankaranarayaneiral., 2009; Javat al., 2007).
Twitter, YouTube, etc. This has transformed the gty This study purposes to address the problem of tweet
which people communicate and interact with othéfar(g, clustering and the use of cellular genetic alganitto
2010). These social media networks produce a neassivsolve this problem and comparing it with a convemei
amount of data that needs to be properly analyzedalgorithm such as the generational genetic algorith
Twitter is one of the most important social media  The rest of this study is structured in the follogi
platforms. It can be utilized to share thoughts andmanner. Section 2 includes a brief overview abauttr
coordinate activities, like instant messaging (Hoagrd and clustering of documents. Section 3 shows theiquis
Herring, 2009). Postings in Twitter cover an exteiyn  related work concerning Twitter analysis and cliste
broad variety of topics in diverse fields, from lgtdife, using genetic algorithms. Section 4 is devoted he t
current events, breaking news, political interptietes discussion of the problem. Section 5 discusseddte set
to product reviews and other interests. These pgsti gathering methodology, description and preparation.
can exist in different formats e.g., short sentepntiRL Section 6 provides a detailed description of thedus
links and direct messages to other users. Eacht tiwee algorithm. Section 7 shows the experimental resultbits
composed of at most 140 characters. The limitedtten interpretation including a comparison between
of Tweets regularly means that the tweets do mtaiogy generational and cellular genetic algorithms adogrdo
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average fitness, execution time in milliseconds) (ared
number of generations. The final section is deditdb
summarize the conclusion and future work.

2. BACKGROUND

2.1. Twitter

Micro-blogging can be defined as “A form of
blogging that allows users to send brief text updair
micro media such as photographs or audio clips”e
(Sakakiet al., 2010). Twitter was created as a micro-
blogging website in March of the year 2006 and
formallyinitiated in July of the same year by Jack
Dorsey, Evan Williams, Biz Stone and Noah Glas
(Mosley and Roosevelt, 2012). Twitter is considete@d
be one of the widelyprevalent micro-blogging platfis

of following and being followed does not require
interchange. Twitter supports one-way connection
rather than two-way connection. In other words, a
user can follow another user and the followed iser
not required to follow in return

Another form of connection that can be defined
between two users is “Mention”. Mention is the
event of referring to other user(s) in a tweet by
addressing them directly

“Retweet” or RT in which individuals can re-trangmi
content created by another Twitter user, hencergakin
itmore visibile. This resembles forwarding an eimai
to other users, in this case the followers. Retwest
an important role in the propagation of informatam
Twitter (Mosley and Roosevelt, 2012)

in which users are able to generate status messages “Hashtag” is a unique concept on Twitter (Note:
called “tweets”, which are status updates and ngssin Hash tag is furthermore supported by other social
that cannot exceed 140 characters (Liang and Daimedia websites such as: Facebook, Google+,

2013). These messages are broadcasted to a globghstagram, YouTube, Linkedln) that enables users to

audience (Conovest al., 2011).

Twitter popularity is continuing to increase rapidl
This is demonstrated iRig. 1 (quoted from 2012 Social
Network Analysis Report,
http://www.ignitesocialmedia.com/social-media-
stats/2012-social-network-analysis-report/#Twitter,
Retrieved on December 28, 2013) that displaysstizdi
of the search traffic on Twitter for the year 2012.

identify significant keywords in their tweets bydidg

the prefix ‘# before a keyword (without space) an
tweet. Hashtags are used on Twitter to set trending
topics, indicate intended audience of a tweet, tegi
chat rooms and categorize tweets by topic or tjpe.
hash tags allow users to emphasize what they think
important keyword (s) in their tweet. A hashtag
beforea topic enables users to get tweets relevaat

Tweets can be posted from various sources includingspecific topic during search to retrieve a listretent

the Twitter website, Twitter mobile applications in
addition to several third party applications/websit
Twitter users also have the control over the pivac
features. They can choose to make their tweetsiqubl
(visible to any one) or private (visible to onlynse users
who get permission from the user). If a user’s ipgaf
left public, his/her updates appear in a “publindiine”

of recent updates (Jaw al., 2007). Twitter enables
ituser to reply to messages of another user(s)ibking
the reply button on their tweet (Goyal, 2011). Bveser

is recognized by a user name advanced by “@"symbol

(Mosley and Roosevelt, 2012).
Social interaction between Twitter users takes elac
principally in three ways:

* The “follow” relationship where Twitter users can

tweets about this topic.

In addition, Twitter offers a search portal
(https://Twitter.com/Twittersearch) so that useranc
constantly monitor or search for tweets either Bans
of keywords, hashtags or user name, but this serfigic
restricted to only 40 search keywords. Also, Twitias
Application Programming Interface (API) functions t
acquire user-specific information. Such informatican
be wused to construct a network of friends
Sankaranarayanaal. (2009)

Moreover, Twitter provides clickable “trending topi
terms, that initiate searches for widespread kegsvor

Finally, Twitter delivers a location service.Users
who send tweets usingportable devices, have the
ability to switch on their location. Theusers’ tatie
and longitude arecaught with the tweet.Location

subscribe to other users’ tweets. The follower getsinformation provided by mobile Twitter applications

all the status updates of the user that he/shewvisl|
Followers are displayed in chronological order; the
most recently selected follower is displayed first.
Unlike other social networking sites, the relatiuips
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save the geographical location of the user at itne t
he/she posted the tweet. In general, the user las t
alternative to switch location serviceeither on adf
(Mosley and Roosevelt, 2012).
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Fig.1. Search traffic on Twitter in 2012
2.2. Clustering posts based on their similarity. A method calledezo

. . L Topic-based Clustering (CTC) method was proposed to
Clgsterlng or_cluster a_\na_\ly5|s IS the partitionioy  gyrqc meaningful topics and cluster tweets adogrtb

data into collections of 5|m|Iar_obJects_ called stkrs. the topics (Kimet al., 2012). Another method to improve
Consequently, the samples in a single group aree accuracy of clustering short text items throtigk
assembledwhile samples of other groups are gatheredse of wikipedia as an extrasource of knowledge was
as a different group. It is a widely used technidoe proposed (Banerjeeet al., 2007). Another study
data interpretation and statistical data analysis.exploredhow Twitter can be used to construct a news
Clustering input is a group of data. Clusteringge®s  processing system, from tweets by automatically
involves measuring similarity and or dissimilarity grouping news tweets into clusters, such that ehddter
between data. Clustering output is a group of elsst  consists of tweets relating to a particular topic
Data items in each cluster are similar to eachraoinel (Sankaranarayanaet al., 2009). Perez-Tellezt al.
dissimilar from items in other clusters. Document (2010), presented and compared a number of differen
clustering can be defined as “Automatic grouping of methods based on clustering to determine whether a
text documents into clusters so that documentsinvidh  certain tweet refers to a specific company or
cluster have high similarity in comparison to one not.Application ofk-means clustering technique for
another, but are dissimilar to documents in othesters”  masses consisting of a huge number of documente cam
(Premalatha and Natarajan, 2009, Koteeswastaml., up with the conclusion that when the documents’
2012). Similarly, Tweets can be grouped into chsste content is very short (as in the case of tweets)s i
such that tweets in one cluster tend to be simhilazach ~ More appropriate to cluster the words instead ef th

other, but dissimilar to those in other clusters.,i. documents. Therefore, a method that clusters threlsvo
minimum inter-cluster and maximum intra-cluster USing the word co-occurrence as a similarity measur
similarity (Mosley and Roosevelt, 2012). was proposed _by Khot (201_0). Karand|k§1r (2010).used
system for statistical analysis and graphics fastglring
3. RELATED WORK tweets based on their topic vectors. He proposet an

described a method to determine the most apprepriat
Twitter analysis is abroad field of research inathi  topic model fortweet clustering. Rangretj al. (2011)
researchers have been greatly interested. One eof thcompared various document clustering techniques
earliest works in this field is that conducted lyaet al. including k-means, SVD-based method and a graph-
(2007), which focused on studying usage andbased approach and compared their performance on
communities. Conversation and collaboration betweenshort text data collected from Twitter. Tweet Mdtiat
users via Twitter was studied by Honey and Herring clusters Twitter messages by frequent significantns
(2009). One way of analyzing Twitter is cluster lgnis was presented by O’Connetral. (2010). Other work has
of tweets. A lot of studies were performed. Mosiad taken into consideration the use of genetic algorifor
Roosevelt (2012), applied clustering to 116 keyword cluster analysis of documents. Casillass al. (2003)
indicators extracted from an archive of Twitterirence  presenteda genetic algorithm that clusters document
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intounidentifiedquantity of clusters. Premalathad an 5.DATA AND METHODS
Natarajan (2009) proposed a method for document
clustering based on genetic algorithm with Simdtars The framework irFig. 2 briefly describes the steps

mutation operator and ranked mutation rate. Ushareh ~ of data collection, data preparation, the applmatbf
lyakutti (2013) proposed anapproachbuilton ~genetic algorithms to the prepared data and comparisohef t
algorithm  for ~ discovering resemblancebetween webobtained results. The following sections explaiast
documentsdepending on cosine similarity. stepsin details.

To the best of the authors’ knowledge, Cellular ;
Genetic Algorithm cGA has not been previously used 5.1. Collection Methodology

for clustering tweets. The contribution of this dyuis For such kind of research, there is no typical sktta
the application of cellular genetic algorithm cGA i available for experimentation. The common pradsc®
tweet clustering. collect datasets from different real world systefis,
2011). Data for this study were gathered using the
4. THE PROBLEM “Scraping based approach” where Twitter was diyectl

accessed through a web client. The web clientsiscéal

In this study, experiments are done with clustering "etwork aggregator that pulls content from multiple
tweets into eight topics defined in advance. The social networking sites into a single location stiloht
formulation of the problem of clustering tweetsdson  USErs can access their social network accountsingie

their similarity is motivated by an essential rekaafhe  nterface, without having to sign in to each siena as
tweet content similarity can be used as one of theShown. in Fig. 3 (qu_oted from Characterizing user
A . behavior in online social networks, 2009).

similarity measures between users where this measur

i S Hootsuite.com was selected by the authors to
helps to realize whether the users have similarésts. aggregate data. Hootsuite.com is a web site thaksr

This is an indication of good similarity betweerets  and archives Twitter posts. To track Twitter messag
(Goyal, 2011). Since the majority of the user-gaf®t  relevant to a specific topic or user, users carsteis
messages on micro-blogging websites are textualwebsite and create an archive. This archive véltkrand
information (Liang and Dai, 2013); therefore, thaim  archive such Twitter messages. Hoot suite enalslessu
focus of this study is clustering of tweets basedr®ir to archive data on social media according towefirgel
textual content similarity. Since English is the sho search criteria. Archives of others can be retdewnty
commonly used language in Twitter (Honey and ifthe archive owner grants an obvious approval. The
Herring, 2009), the focus is on tweets written in Hootsuite dashboard is shownRig. 4

English. Twitter provides a large quantity of shtext According to Alexa traffic ranks,_ Hootsuite occupie
in the form of tweets where each tweet represents global rank number 132 as shownFiiy. 5 (quoted from
single document (Rangrej al., 2011). http://www.alexa.com/siteinfo/hootsuite.com, Acaabs

Goyal (2011) stated that tweet similarity between ©" December 29, 2013).
two users is defined as “the cosine similarity bestw
the documents formed by combining the tweets of a
user into one”.

Textual contents in Twitter primarily denote tweet
text, URLs and hashtags within tweets (Zhaaetcal., Data preprocessing
2012) and tweets are considered to be “short texts”
Clustering of tweets is a complex problem to solve.
The very short length of tweets being only aboud 14
characters is a problem. Karandikar (2010) stated Apply cellular genetic Apply generational
“Such a short piece of text provides very few cantel algorithm genetic algorithm
clues for applying machine learning techniques”isTh l
type of data results in weak performance of most
clustering methods due to the informal writing stylf Compare results
tweets that can be full of jargons, misspellings,

colloquial and out of vocabulary words with poor Fig 2. Framework for data methods, algorithm application
grammatical structure (Perez-Tellezal., 2010). and results

Data collection
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5.2. Data Description and Prepar ation « Arenotin English
. « Have too few words (fewer than three)
For the purpose of this study, tweets were coltécte | Have just a URL

based on a set of keywords that describe speoifics :

. Duplicate tweets

in the actual world. Tweets were collected over-da@ All Re-tweets

time duration from the 26th of June to the 28thJofe

2013. The set of keywords comprise eight variable In addition, all the punctuation and symbols were

categories that are intended to be diverse in dodeover  removed. Such information contains quotation marks,

different and wide areas of interest: Cinema, Egljhin, parentheses, punctuation marksplus stray symbols.

Hollywood, Iran, Juventus, Messi and Sport. However, those signs which are really significaot f
The data gathered using hootsuiteare shovifebie 1 Twitter were kept (@, #).

and sample tweets from the dataset is shovkgir6. Two samples of 1000 and 5000 tweets respectively
The preprocessing of data involved several steps. T were exploited as test sets over which the expertigne

first step was the elimination of tweets that: were implemented.

,///4 Science Publications 1273 JCS



Amr Adel et al. / Journal of Computer Science 10 {269-1280, 2014

_ Daughter of Christ hrist Fhits
ﬁ Chilling in the backseat jamming to Two Door Cinema Club Oh
yeaaaaah
- . - Raply T3 Retweasl W FEavorits == jore

4 Jaohn 3 '
w UsS citizen was stabbed to death as Clashes tear gas as massive
= protests grip Egypt amid 'growing security crisis
t comfnews/protests

™ view sum 3T - Reply T3 Retweaet & Favorite

Timmy Wood i 3
I am excited for the direct to dvd blockbuster rip off film
"Waorld WarZ"” {internet cat memes fighting zombies} (p.s THIS
IS A GREAT JOKE)
Expand *+ Reply Tt Retweaest W Favorite
Steve nndersen
The only horese couered in the pick six in the upcoming Sth
race Is #7 Tiz & Classy Lass, currently 3-1 from 3-1 on moerning-tne
4 o % Repl 1 Retwest & Favarite =@ More
Scandy Andy [ )
are you from iran because | wanna see you baghdad ~th. . —
Oh gosh. However. | applaud you for cleverly fitting
ask fmiad 4l 1int
v - o T Retwsast W EIVOrte ***jore
Choix X 26
Man City and Juventus agree 3 deal for striker Carlos Tevez to
jon the Italian side in a transfer worth up to £12m_ bbo inf BI5W

Mauricio Ramirez ]
LMAD Cruyff really sald he wouldn't nave signed Neymar cause ne
can't play with Messi? O

- Repl T3 Rotweest W Favorite

Fig. 6. Sample tweets from the dataset

Tablel. Data gathered using hootsuite some operators iteratively to theseindividuals toe

The username of the tweet sender sake of finding the finestsolutions. The majorit{ o
The tweet content these algorithms deploys only one population and
The date and time of tweet posting (according toTGM applies operators to them as a whole (Aktaal.,
Twitter Identification number of the tweet 2007). These steps are repeated iteratively until a

Geographic coordinates of the user determinindp@idbcation stopping condition (for example; the maximum numiser

evaluation limits) is met. The balance (tradeoffjvieen
6. ALGORITHM exploration (diversification) of new solutions and
exploitation (intensification) in the search spasean
Traditional clustering algorithms were not selected important criterion for performance evaluation of a
by the authors because such algorithms explorgjust genetic algorithm and adjusting this tradeoff can
small subset of thepotential clusterings. Thus,ftdd  improve the overall performance of the algorithrhisT
solution is not guaranteed to be optimal (may getls  tradeoff is represented by “Selection Pressure’tiviis
at local minima). Moreover, traditional clustering defined as “A measure of the diffusion speed of the
approaches that require a priori knowledge of thegood solutions through the population” (Alba and

number of clusters, such as K-means, are not deiteb  Dorronsoro, 2008). Reeves (1993) formulated the
handle large volume of data produced by Twitter andselection pressure in the following equation:

other social media sites (Becker, 2011). Premalatith

Natarajan (2009) used genetic algorithm with ranked @= Prob( selecting fittest strif
mutation operator and demonstrated that it Prob( selecting average string
outperforms the traditional algorithms like the K-

means. The use of Evolutionary Algorithms (EAs) o Higher exploitation leads to a higher selection
handle complicated problems is massive mrecentpressure as the algorithm tends to converge rapidly
years. They imitate the biological processes it  good enough solution, so it can get stuck to local
These algorithms are population-based, which meansptimum. Higher exploration leads to a lower sétect
that they act on a group of prospective solutionspressure as the algorithm tends to explore theckear
(population of individuals) through the applicatioh space in depth for an optimal solution.
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6.1. Cellular Genetic Algorithm of genes. A chromosome is represented as an afray o
integers of length equal to the number of tweetchE
entry in the array corresponds to a cluster foweet.
Chromosome reprentation is describeHion 8.

Genetic Algorithms (GAs) imitate the process of
natural selection. A population of individuals that
represent empirical solutions to a specific probliem
preserved. New individuals are then created via6.3.Initial Generation
reproducing the populationmembers. The new
individuals substitute the old ones. Cellular Génet
Algorithms cGAs represent a subclass of Genetic
Algorithms where the arrangement of the population  6.4. Fitness Function
decentralized and the concept of small neighborhsod
strongly applied, so the individuals can merely
recombine with individuals belonging to its neighlas
shown in Fig. 7 (Alba et al., 2007). Alba and

Initial generation is randomly generated from tarsh
space with a fitness value assigned to each indilid

The fitness function is used to evaluate the qualit
of the solution (clustering method). Higher fitness
value indicates higher quality of the solution. Tireed

" ; fitness function is a function of cosine similarity
Dorronsoro (2004) stated that “Such a kind of stmet] Usharani and lyakutti (2013) stated that “cosine

jall_lr?onthrn? IS specf|ally Wﬁ" sulteld for(;:omple;(blplery]nsa . Similarity is a measure of similarity that can beed to
c ﬁ Iemsgncet_o Ajma_thover ﬁmlpe neighbor OO;{ ;]ncompare documents with respect to a given vector of
eliular - &enetic - Algorithms - helps  preserve a hig query words. This is quantified as the cosine djlan

diversity level for much longerin comparison witther b " P .
; . etween vectors”. The function is as follows:
centralized algorithms (Morales-Reyets al., 2009). A

behavioral comparison of two ftérent cGAs versus n
" ; . > A xB,
two traditional genetic algorithms, on a large benark =
composed of problems with manyfférent features, \/Z L(A)? X,/zi":l(B‘ )2

revealed that cGA behavior is more robust as itiolst

small_er standard qlewatlons than the traditional 6.5. Parent Selection

algorithms. In addition, the cGA shows faster . . .

performance (shorter elapsed time) than traditional ~The aim of the selection operator is to enhancettbe
genetic algorithms (Alba and Dorronso, 2008) population’s quality by granting higher quality imduals

. a greater possibility to replicate in the following
6.2. Chromosome Repr esentation generations. The individual's quality is evaluatesing

The population structuretakes the form of a bi- the fitness function (Khaliessizadeh, 2006). Hére,first
dimensionalgridwith neighborhood defined on it. ftac parent is selected using the dissimilarity tournaime
chromosome in the generation represents a candidateelection operator, while the second parent is erndsy
tentative solution to the problemand is formed séquence  the linear rank selection operator.

Fig. 7. Cellular genetic algorithm topology

41 1 12 5

[¥¥ ]
=

[¥¥)

Fig. 8. Representation of chromosome
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Table 2. Pseudo-code of Cellular Genetic Algorithm 6.7. Mutation

1. proc evolve (cga)

Mutation operator with a pre-specified mutation
probability R, is applied to the individuals. Here, the
applied operator is the Integer Mutation operatdhw
Pn=1.0. Integer mutation involves the replacemerthef
integer value of a gene by a new value generated in

2. GeneratelnitialPopulation(cga.pop);
3. Evaluation(cga.pop);

4. while ! StopCondition() do

5. for individual— 1 to cga.popSize do
6. neighbors—

CalculateNeighborhood(cgmsition(individual)); random (Hugossoet al., 2007).

7. parents— Selection(neighbors):; After the application of recombination and

8. offspring«— Recombination(cga.Pc,parents); mutation operators, fitness value of novel offsgsiris

9. offspring« Mutation(cga.Pm,offspring); calculated. The novel generation replaces the presvi

10. Evaluation(offspring); one if it is not worse.

E eR:g)I]:'zljc;ement(posltlon(|nd|V|duaI),auxmary pdispring); 6.8. Stopping Criterion

13. cga.pop— auxiliary pop; The loop of reproductive cycle is repeated

14. end while iteratively until the stopping condition is fulfdtl.

15. end proc Evolve Here, termination occurs when the maximum number
of fitness function evaluations (15,000,000

Table 3. Parameterization of the algorithm evaluations) is reached.

Population size 400 individuals (20*20) The pseudo code and parameterization of the

Stopping condition 15,000,000 fitness evaluations algorithm are describedTiable 2 andTable 3.

Neighborhood Linear5

Parent selection Dissimilarity+ Linear rank 7.RESULTS

Recombination operator DPX,£1.0

Mutation operator Integer mutation, B 1.0 As previously mentioned at the end of section 5;

Replacement policy Replace if non worse the experimental studies were performed over twe se

of 1000 and 5000 tweets. The experiments included
running each of cellular and generational genetic
algorithms for 40 independent runs over the 1000
tweets dataset and 50 independent runs over th@ 500
tweets dataset. Both algorithms have been
executedusing Java on a single PC 1.90 Ghz under
rr\/\/indows 7 operating system and having 8 GB of
memory. The fitness value, execution time and
number of generations for each run is recorded and
then the average fitness value and execution time (
milli seconds ms) are calculated.
Finally, the values of cellular genetic algorithme a

Dissimilarity tournament selection operator is an
operator that is independent on the relative fitrafss
the nearby individuals. However, takes into
consideration the ffierence between the respective
solutions where two neighbors are chosen in rando
and the individual which is more dissimilar to the
existing individual is chosen. On the other hand, i
linear ranking selection, all neighborhood indivadi
are arranged in order in a list depending on their
fitness values, from best to worst, with greater
possibility of choosing a parent with a higher rank

this list (Alba and Dorronsoro, 2008). compared to those of.generatiqnal genetic .algoritbm
select the most appropriate algorithm that achigwvedest
6.6. Crossover fitness i.e., higher quality of clustering at thadt time.

Recombination (Crossover) operator with a pre- Figure 9 and 10 compare the average fitness and
specified crossover probability ;s applied to the average execution time for Cellular and Generationa
individuals. Here, the applied operator is the paonts ~ genetic algorithms over the 1000 tweets dataset.
crossover Distance Preserving Crossover (DPX) opera Figure 11 and 12 compare the average fitness and
with P.=1.0.Theaim of this operator is to produce off average execution time for Cellular and Generationa
springs that have equal distance to every paremts T genetic algorithms over the 5000 tweets dataset.
distance is the sameas the distance in betweemtpare Figure 13 compares the number of generations
(Misevicius and Kilda, 2005). produced by each algorithm.
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Average fitness

Cellular genetic algorithm Generational genetic algorithm

Fig. 9. Average fitness value of generational and cellgtretic algorithms (1000 tweets)

2900000

Average 1 time

Fig. 10. Average execution time of generational and cellg&aretic algorithms (1000 tweets)

®m Average fitness

2800000 -
2700000 -
2600000 -
2500000
2400000 -
2300000 -
2200000 -
2100000 - T

Generational genetic Cellular genetic algorithm
algorithm

Average fitness

3185
318
3175
317
316.5
-316
~3.155

~3135
~314.5

Generational Cellular

Fig. 11. Average fitness value of generational and cellgaretic algorithms (5000 tweets)
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Average time

21500000
21000000

20500000
20000000

m Average time
~19500000

~19000000

r -18500000
Generational Cellular

Fig. 12. Average execution time of generational and cellg&aretic algorithms (5000 tweets)
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Fig. 13. Number of generations produced by each algorithm

8. DISCUSSION individual in generational algorithm has to search
through the whole population, while cGA individuen
From the above results, the reader can observe thatteract only with its nearby neighbors

average fitness of the solutions generated by both Cellular genetic algorithm gives a larger number of

algorithms is nearly the same for both sets.Theafse generations than the generational. This means that

small overlapped neighborhood niches in cGA generational genetic algorithm is more efficientirth

maintains  population diversity as it enhances cGA (as it requires a fewer number ofgenerationfinth

exploration of the search space due to the relgtive the solution). The reason is that cGA enhances more

smooth spread of the finest solutions across thigeen exploration, thus induces a lower selection pressur
population, at the same time exploitation occurghiwi

each neighborhood by genetic operations. In other 9. CONCLUSION
words, cGA provides a good tradeoff between
exploration and exploitation. Therefore; it avolusing This study investigated clustering of tweets based

stuck into local optima (Alba and Dorronsoro, 2Q04) on their textual similarity by the use of cellular

Concerning the average time required for execution,genetic algorithm in comparison with the generation
the cellular requires a remarkably shorter time togenetic algorithm. The experimental tests were
implement. This also can be attributed to the patrh performed twice: First; by running each algorithar f
structure . The population in cGA is structuredoint 40 independent runs over a set of 1000 tweets.
neighborhoods, while it's unstructured in case of Second; by running each algorithm for 50 independen
generational genetic algorithm. This means that theruns over a set of 5000 tweets.
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Comparison between the results of the two Goyal, P., 2011. Semester project report semesigeqh

algorithms revealed that the quality of the solusio
produced by both algorithms (according to the fitme
value) is nearly equal, but cGA performs at muabrtn
time. Therefore, cGA was selected. For future wiink,
authors plan to test over a larger dataset (congpo$e

Honey, C.

report data mining and analysis on Twitter data
mining and analysis on Twitter.

and S.C. Herring, 2009. Beyond
microblogging: Conversation and collaboration via
Twitter. Proceedings of the 42nd Hawaii Internagion

30,000 tweets). Considering the high complexitythaf
problem, the authors consider the use of parallel
computing to minimize the time required for exeonti
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