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ABSTRACT

Particle Swarm Optimization (PSO) is a biologicalhspired computational search and optimization
method based on the social behaviors of birds ftachkr fish schooling. Although PSO is represerited
solving many well-known numerical test problemst busuffers from the premature convergence. A
number of basic variations have been developedtdws®lve the premature convergence problem and
improve quality of solution founded by the PSO. sTstudy presents a comprehensive survey of the
various PSO-based algorithms. As part of this syrwe include a classification of the approached an

we identify the main features of each proposathmlast part of the study, some of the topics withis
field that are considered as promising areas afréutesearch are listed.
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1. INTRODUCTION

PSO is one of the evolutional optimization methaad
can solve many optimization problems that

makes perfectly good sense to try to improve the
optimization algorithm, in order to avoid sub-opim
solutions more frequently. Recently, there are save

are modifications from original PSO. This study prowde

encountered in various fields of technology such asthe first survey of this study, attempting to cliss

switched reluctance motors (Balaji and Kamaraj,1201

these proposals that could be followed in the fitoy

reduction of key search space of vigenere cipherresearchers in this area.

(Sivagurunathan and Purusothaman, 2011),
circuit (Kumar and Duraiswamy, 2012), controllingwer

systems (Mauryaret al., 2012) and etc. This method

because of the simple concept and easy implenmamtadis
developed fast in recent years. A major problenh WSO
is Premature Convergence (PC) especially in the oés
multi-modal optimization problem, which results gneat
performance loss and sub-optimal solutions. Thélpro
with premature convergence will always persistcsine
obviously must check the whole search-space inrdale
ensure that a result is not sub-optimal. In spitthig fact
and although the goals of maintaining high divgraind
obtaining fast convergence is partially contradgti it

analog

2. PARTICLE SWARM
OPTIMIZATION (PSO)

Kennedy and Eberhart (1995) introduced particle
swarm optimization that was based on social behafio
fish schooling or bird flocking. Particle swarm
optimization by imitating from the social behavirbird
flocking, initializes a population of particles tr@mulates
a flock of birds. The particles that each is repnésd as a
solution are spread out in the search space raydamal
search for finding the optimal or near optimal solu by
generating new solutions. Each patrticle is repitesewith
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its position that is as a set of coordinates, whiekcribes  3.1. M odification of PSO

a point in a search space and its velocity and#st past Modifying a parameter may cause a large effect on
positi_on achiev_ed S0 far. At each iteratip_n of the the performance. There is a method that is propbyed
algorithm, particles in their current positions are Shi and Eberhart (1999; 2001) and increases thersity
evaluated through fitness function and if the vahie in PSO by tuning iner"[ia weight. Author said that b
fitness function is better than any that is foundfar, it linearly decreasing the inertia Weight value. theoP

is stored as the best position callegtPThe particle  engs 1o initially have more global search and then
with the closest position to the goal gets the @#h  eyploits more than the beginning of the search. The
value in fitness function and is storedBg.s After that,  result shows that the PSO convergence is fasténeat

the next position that particle has to go and atso  peginning and the convergence speed decreases when

velocity is calculated by the following formula: reaching the optima but the PSO suffers from tiobajl
search ability at the end and this is a drawbadstmape
Vi T OV, + Gl (Poes= X)) + Cyly (Gpes™ X)) from the local optima.
Xy = Vi + X, Another method that tunes the inertia weight isziyuz

Logic Strategy that is proposed by Salehizadelal.
(2009) named LOAPSO. They found that the tuning the
PSO parameter has a great influence on the perfaena
X, OR" = The position of particle in the search space atThis method adjusts dynamically with the accelerati

Where:

iMiteration coefficients during the optimization process.
v, OR" = The velocity of particle ath iteration Yadmellatet al. (2009) proposed a new Fuzzy tuned
phest = The best position of particle achieved so far Inertia weight Particle Swarm thimization (FIP_StD;at
gbest = The best position of the particle in the swarm femarkably outperforms the previous fuzzy. In thisthod
system that is achieved so far. the inertia weigh is dynamically adjust based enaberage
e fg = Arethe random numbers between (0,1) velocity and the current iteration.
generated at each iteration randomly for each  One of the interesting approaches that have thityabi
particle to overcome the problem of premature convergence is
C» G = Called acceleration coefficients ARPSO (Riget and Vesterstrom, 2002). ARPSO by
W = Discussed as inertia weigh utilizing the PSO as attraction phase and anothendla
as repulsion phase can maintain the diversity od.PS
3. PSO-BASEDAL GORITHMSFOR This method initially measures the diversity and
PREMATURECONVERGENCE specifies t_he lower bound f_;md upper bound, of ditxer
PROBL EM of population. In the attraction phases, the swaroves

toward each other based on the PSO formula. The

Although PSO is one of the good techniques to ind Movement of particles toward each other causes the
good solution much faster than the other algorithins ~Population diversity decrease and when the diessies
suffers from the premature convergence. It meaasah thed!"#, it will switch to the repulsion phase. Pargislin

the time in the PSO increases, the particles’ mdanen the repulsiqr_l phase are sent away .from. each ottesth

reduce and they tend to converge to a single point.On a specific formula until th_e d|ver§|ty reachéw t

Although convergence is an eligible property, PS@ym upper.bound. Then .the algorithm switch back to Fhe
attraction phase again and the same process cestinu

fail to find the global optima when the problem is . . ; ; ;
. iteratively until particles reach the global optimu
complicated and complex. Convergence property may There is a new version of ARPSO called ATRE-PSO

cause the swarm to be trapped into one of thermantle . is sed in this study. This method is a simple
able to explore other promising areas. In ordeptaly the extension of ARPSO that is proposed by Pentl.
PSO strategy for solving premature —convergence ong7; 2008) that has assumed a third phase cadled
problems, it is obvious that the original schems ttabe  petween phaser the phase of positive conflict. As
modified. In this study, we surveyed the most papul gescribed before when the diversity falls belowltiveer
different techniques that solved this problem fr@889  pound. The algorithm switches to the repulsion phas
till 2013. In the next subsections, the PSO-basedand finally when the value of diversity reaches\abof
algorithms are discussed. the upper bound we come back to the attractionehas
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but the diversity is placed between the two prewefi  particle achieved so far. This method adds a nem te
thresholds many times. For this situation authorsinto the velocity component that also attracts the
introduced a new phase, which is activated when th%articles into the previous best experience of “thest
diversity is placed between lower bound and uppernpearest’ neighbor. The new algorithm is shown to
bound. In other words, when the population of diitgr  outperform PSO on many benchmark problems, being
is lower than upper bou_nd and greater than the_ owe |ggg susceptible to premature convergence anditess
bound _the a_lgorlthm switches to the_ third phases Th 4 pe stuck in local optima.
phase_ is neither a complet_e attraction nor a cample Ostadmohammadit al. (2013) proposed a new
repulsion. The particle that is attracted by itsnoest  method namely TPSO to increase the diversity. This
position is found so far and repelled by the bestigle method contains two approaches. In the first apgroa
among all particles and by this method there islarite e diversity is controlled during the process of
between attraction and repulsion. ~ searching. The second approach introduce the neialso
Lu and Yu (2012) proposed PSO-CAR which is jnteraction among the particles instead of previseié
based on an animal foraging strategy. This methodcognitive ability of the swarm that help the pagicto
creates a balance between the diversity and thesxploits the neighborhood in more effective way. In
convergence during the process. In the other wordsaddition, this method applies the collision operat
firstly the particles should be grouped to ensure t enhance the diversity among the stronger and weaker
convergence of the swarm and secondly they habeto particles. TPSO is compared with DMS-PSO- SHS,
self-centered that maintain a high diversity of $karch. CLPSO, FDR-PSO and UPSO and he statistical results
Jie et al. (2012) proposed a new method that avoidsand convergence graphs demonstrate that TPSO
the premature convergence. In this method thereaches better quality of solution while it hasatislely
relationship between the particles and the optimalquicker convergence rate.
position is adjuste(_j. In the other Wo_rds, the (_m:sea 3.2 PSO with Mutation
between the particle and the optimal position is
measured and if it is smaller than the certainusndhe Some researchers state that by adding a mutation
particle tend to move toward the opposite direction  operator to PSO the possibility is prepared to robahe
optimal position, which is the repulsive force. The Performance (Ratnaweer al., 2004). There are two
results show that the diversity among the partiges types of mutation operators: Particle position Radtticle
high enough to find the solution. velocity. .In the first mutauon. (TVAQ), as the time
Krink et al. (2002) proposed a new approach that is Progress if the global best solution does not imerthen
called Spatial Extension PSO (SEPSO). In this mietho @ random particle (mutated) and move to the random
each particle has a volume, so each two particiés w location in the .search space. The _se_cor)d (SOH-RBO),
this volume check for collision. If they have csitin, ~ Parameter varies during the optimization run. Foe t
the action can be taken to make them bounce offi fro ©OPtimal solution the cognitive solution reduced lethe
one another. The important issue in this methotbis SOcial component increases as the time progress. Th
specify the direction of each particle for bouncmgay ~ Method by integrating TVAC and SOH-PSO can avaid th
from each other and with what speed. There areethre Préemature convergence in the early stages and peomo
strategies: The first one is random bouncing taatiges ~ convergence toward the global optimum solution.
in random direction sent away from the collisionthathe Staceyet al. (2003) add a mutation operator. By
old velocity. The second one is Realistic physical aPplying this method tries to escape from the local
bouncing and the third one is Simple velocity line optima and speed up the convergence. There ishalglo
bouncing that means particles move in the directibn best particle among the particles that attractstrzl
the old velocity-vector, but with the scaled speed. particles toward itself. Thus mutate a single pétand
However, studies in (Monson and Seppi, 2006) regort if the new mutated particle becomes the new glbleat
that by reducing the radius after every collisiayuld one all particles go away from the current locatiom
maintain the diversity high as the time progressthey can escape from the local optima. This metisod
especially in multimodal functions. based on the particle position.
Peramet al. (2003) introduced a new algorithm Another method that is based on the particle positi
(FDR-PSO) that attracts the particles to move tovthe mutation was proposed by Krohling (2005). There are
nearby particles with higher fitness instead obgldbest  two regimes in this method: For the first casehére is
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progress in the fitness value from iteration taaten, named beta mutation PSO. This method contains two
then particles move according to the Gaussian ftamu phases namely: Attraction phase and mutation phase.
Otherwise, it will switch to the second case. la fecond  The attraction phase is like basic PSO and in the
phase, there is no improvement in the fitness vdlbes, mutation phase the position vector is based orBtta
their velocity speed is equal to zero and they gtopne Distributed Mutation (BDM) operator. When the
area of the search space. In this case, they bgnmp to a  diversity among the particles reach below than the
new position according to new formula, which mayphe certain value then it switch to the mutation phase
them to escape from the local optima. increase the diversity.

Li et al. (2007) proposed a method that prevents to . .
fall into local optima by a Cauchy mutation operato 3.3. PSO with Opposite-Based Strategy
called FPSO. FPSO introduces a Cauchy mutation for \Wanget al. (2007b) proposed the other method for
the position and velocity equation to jump out bét  solving the premature convergence and entrap aual |
local optima. Cauchy mutation operator contains newoptima. This method uses opposite-based PSO sfrateg
formulas for position and velocity that every peli  to calculate the opposite position of each partiate
calculates its new position and velocity based lwesé each iteration and if the opposite has a bett@ress
formulas and also the original formulas. Each @sth  value will be replaced by the original one. By ajpd
new positions and velocities has a smaller fitnedse the cauchy mutation on the best particle amonghai|
selected as a new one. particles in each generation, OPSO can find théebet

Ratanavilisagul and Kruatrachue (2011) proposed asolution than the PSO. OPSO has a faster conveegenc
method based on the FPSO that by using the crossovepn unimodal problems and has a better ability arcte
method could solve the premature convergenceglobally on multi-modal problems when it is comphre
problem. In this method, the crossover updateswith the original PSO.
position using position value in each dimensiomfro Liang et al. (2004) Proposed PSOs with new learning
the group best position or its previous best positi  strategies and CLPSO (Liargy al. 2006) where each
Both update can enhance the global search anchretaidimension of a particle learned from just one phets
local search ability. The result shows that thehodt  historical best information, while each particlareed
without the crossover easily trop into the locatio@  from different particles’ historical best informaui for
in all functions. Therefore, the crossover opematio different dimensions.
selective version outperforms the nonselectiveivers Wu et al. (2008) proposed a new method based on
and increases the diversity. ~ CLPSO namely OCLPSO. In this method not only learn

Wang and Liu (2007a) introduced another version from other exemplar for different dimension butoals
of PSO with Cauchy mutation. There is a Specific |eam from their opposite particles. In the othesrds,
formula for Cauchy mutation and it is used for @bb  firstiy two particles are selected from the pofiokand
best particle for N times. After that, it compai#®  heir fitness and their opposite are compared tihen
new global best particle with the last global best iyer narticles are used as exemplar for that disien.
particle that is found by the PSO formula. If tlitadss The results represent that OCLPSO has a better
of the new globgl best particle, is smaIIer. thae kst performance than CLPSO in 10 benchmark function.
global best partlcle then that replaces it. Theultes Chi and Cai (2010) proposed a new method that
shows that this method has a good performancehfor t . S ; o
multi-modal problems. called the_ Particle Swarm Optimization with Opplosm_ _

ased Disturbance (PSOOD) to adopt the Opposition-

There is a Gregarious Particle Swarm method (G-PSO ) :
that was presented by Pasupuleti and Battiti (2006%- ased Disturbance (OBD) procedure. This methoddase
{on the OBD, disturb the position of particles wtibe

PSO, The population moves toward the global bes . | g

position and when they trap into the local optirmach ~ Personal best position is updated that increase the

particle is re-initialized with random velocity. ishre-  diversity of population to find the better solution

initialization occurs when the Euclidean distan_e_(aleazgn 3.4. PSO Hybrids

the current position and the global best positioriess

than the predefined threshold. This re-initialiaatiis One of the approaches that result in an escape from

guided the swarm to escape from the local optima. local optima is hybridizing the PSO with breedimda
Thangarajet al. (2009) proposed a new diversity subpopulations that are based on the standard iGenet

guided Particle Swarm Optimization algorithm (PSO) algorithm (Lovbjerget al., 2001). In this method each
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particle has a breeding probability and this praliigb  adaptive local search operator. The main idea ®f3S
specify which particle should be marked for bregdin is to search the neighborhood of the global berice
There is a group of marked particle that we sefect with adaptive step size. The result shows that the
particles randomly for breeding and replace theepiar ~ performance of LSPSO is better than PSO, PSO with
with their offspring’s. There are specific formulésr ~ Gaussian mutation and PSO (GPSO) with Cauchy
calculating the offspring position and velocity. gther ~ Mutation (CPSO) on majority of test problems bilt st
thing is about the subpopulation that the poputatd have premature convergence in one function andishis
the swarm is divided into sub-groups that thereais due to the applying pure mutation techniques.
separate global best particle in each sub-group the Masrom et al. (2004) proposed a method that
parents can select from the same subpopulationoar f ~ NYPridizes the PSO with GA operators. In this stualy
the different subpopulations. number qf PSO hybrl_ds comb_lned with _ adaptive
Yang et al. (2007) proposed a method that parameterization. Th_e f_|rst algorithm combines both
hybridizes the Genetic algorithm and PSO algorithm @daptive parameterizations to the crossover and
to enhance the diversity. This method manipulahes t Mutation. The second and third algorithms use onmigy

crossover, reproduction and mutation of GA with Of the operations. The result among these PSO dwgybri
predetermined probability. In this method there are shows that the result with the adaptive mutatios the

two stages: In the first stage the particles baseits best. A combination of crossover and mutation iIOPS
best experience and its neighbor fly in the searchhas the better result than the inclusion of crossom its
space. In the second stage based on the GA, thewn and worse than the mutation on its own.
selection, reproduction, crossover and mutation .

operation are applied on particles with predeteemin 3-2- Multi-Swarm PSO

probability. The result shows that the mutationypla Zhaoet al. (2008) proposed DMS-PSO based on the
key role on the diversity of particles. The mutatio e neighborhood topology. In this method the wiadle
operation is applied on particle based on its e the population are divided into small sized swalach

p Watngcet al. (2003) co?bineNdMlghgoNovelj Multi- It sub-swarm uses its own members to search for better
aren rossover Operator ( ) and a se _regions in the search space. In order to increhse t

?Odzsg}/; tﬁg%ﬁg%;ﬂ:gfgnsepgeaﬁzthﬁgﬂgﬂgdemzjggiversity these sub-swarms are regrouped frequeatly
the local search anility by using thé full interact exchange the information among all particles. Aaloc

between itself and other particles in leaner spate. search is co_mbi?ed with the e}lgorith_r_n to improve th
Self-adaptive Cauchy mutation helps the partickes t Overall algorithm’s local searching ability. The [3v.-
escape from the local optima and enhance the globaPSO IS tested on a set of benchmark functions hed t
search ability. The result shows that the MPSO inresults show that the proposed algorithm can find
some cases entrap into the local optima due to thd€asonable solutions for all of the problems.
number of parents in the NMPSO may contain too Li and Xiao (2008) proposed a new method named
much noise for the problem. Multi-Best PSO (MBPSO). This method instead of gsin
Tang and Zhao (2009) proposed a method bysingle global best position §g) and personal best
hybridizing the PSO with a novel Adaptive Mutation position (Res), it uses the multigs;and multi Bese S0 in
operator that called AMPSO. When the global bestthe course of searching, other best values can thelp
particle entrap into the local optima has no change best value trapped by local optimum fly out of loca
during the iteration, it means that it is entrapped the position. MBPSO divided the whole population inkee t
local optima. Therefore by applying mutation inteet  sub-swarms and then calculates the sevgtalagnd then
global best particle in each generation it would be combines all particles together and then calculagzsn
helpful to jump out from the local optima. AMPSO taking the result as a new initial value.
generate an adaptive mutation that dynamically stslju DMS-PSO-SHS (Zhaet al., 2010) is an extension of
the mutation size in terms of the size of currezdrsh DMS-PSO that divided the whole of the populatiotoin
space. Experimental studies on 8 well-known benckma the small sub-swarm with dynamic size to adopt each
functions show that AMPSO performs better than PSO,one the population of the harmony search algorithm.
PSO with Gaussian mutation and PSO (GPSO) withThis method based on the DMS-PSO, generate new
Cauchy mutation (CPSO) on most test functions. harmonies according to the current personal béstico
Tang and Zhao (2010) proposed a hybrid PSO,and the nearer personal best solution is repladédav
namely LSPSO, to solve this problem by employing annew harmony with better fitness. The DMS-PSO-SHS
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enables the particles to have more diverse exemptar Kumar, P.P. and K. Duraiswamy, 2012. An optimized

learn from after we frequently regroup the swarmd a device sizing of analog circuits using particle
allow the harmonies to search in a larger potespalce swarm optimization. J. Comput. Sci., 8: 930-935.
among different sub-populations. DOI: 10.3844/jcssp.2012.930.935

Jie et al. (2010) proposed a Multi-swarm Particle Kennedy, J. and R. Eberhart, 1995. Particle swarm
Swarm Optimization (MPSO) to maintain the swarm optimization. Proceedings of IEEE International

diversity. This method applied a mixed local search Conference on Neural Networks, Nov. 27-Dec. 1,
behavior modes and information exchange among sub-  |EEE Xplore Press, Perth, WA., pp: 1942-1948.
swarms. When the premature convergence occurs in  DOI: 10.1109/ICNN.1995.488968

one sub-swarm then that particles should escape fro Krink, T., J.S. VesterstrOm and J. Riget, 2002.

the local area through the initialization their fios Particle swarm optimisation with spatial particle
in the search space. extension. Proceedings of the Congress on
Evolutionary Computation, May 12-17, IEEE
4. CONCLUSION Xplore PressHonolulu, HI., pp: 1474-1479. DOI:

10.1109/CEC.2002.1004460

Jie, J., W. Wang, C. Liu and B. Hou, 2010. Multi-
swarm particle swarm optimization based on
mixed search behavior. Proceedings of the 5th

Although PSO is one of the good techniques to find
a good solution much faster than the other algorith
it suffers from the premature convergence. In other
words, when the number of iteration increases the IEEE Conference on Industrial Electronics and
quality of the solution by the PSO cannot improwel a Applications, Jun. 15-17, IEEE Xplore Press,
it converges to the local optima which is may netthe Taichung, pp: 605-610. DOI:
global optima. This study discussed the various PSO 14 1109/ICIEA.2010.5517044
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