
 

 

 © 2019 Viviane R. Furtado, Henrique Vignando, Victor França and Edson OliveiraJr. This open access article is distributed 

under a Creative Commons Attribution (CC-BY) 3.0 license. 

 Journal of Computer Science 

 

 

Original Research Paper 

Comparing Approaches for Quality Evaluation of Software 

Engineering Experiments: An Empirical Study on Software 

Product Line Experiments 
 

Viviane R. Furtado, Henrique Vignando, Victor França and Edson OliveiraJr 

 
Informatics Department, State University of Maringá, Maringá-PR, Brazil 

 
Article history 

Received: 09-11-2018 

Revised: 28-03-2019 

Accepted: 23-04-2019 

 

Corresponding Author: 

Edson OliveiraJr 

Informatics Department, 

State University of Maringá, 

Maringá-PR, Brazil 

Email: edson@din.uem.br 

Abstract: The Software Engineering (SE) research area must provide 

results of a certain quality for the sake of value. High quality research 

results may ensure experience and knowledge, which are essential for the 

technology to be transferred to the industry. One of the means to obtain 

such quality results is experimentation. Experimentation is a scientific 

method that aims to provide evidence of a theory over real-world 

observations establishing a cause-effect relation. Well conducted, auditable 

and repeatable experiments are vital for scientific evolution and novelty. 

Quality evaluation of controlled experiments and quasi-experiments in SE 

has been recently discussed in the literature as researchers desire to assess 

whether such experiments have improved by reporting information that 

enables the experiments to be replicated and the reader can understand the 

experiment and validate results. Thus, this work empirically compares four 

approaches for quality evaluation of SE experiments in the context of 

Software Product Lines (SPL). In addition, we are interested on verifying 

the quality of reporting experiments in a well-discussed reuse technique as 

SPL. The Pearson technique supported the correlation between pairs of 

evaluation approaches. In addition, the T-Test and Mann-Whitney-

Wilcoxon U test were applied to the samples to verify whether there was 

a difference in the quality of experiments when using an experimental 

template. Preliminary results show a strong positive correlation between 

them, the hypothesis tests confirmed there is such a difference in quality 

when using experimental template and the SPL experiments report more 

the planning phase than the analysis and interpretation phase. Based on 

our results, we provide initial evidence two approaches are the best to 

reporting SPL experiments. 

 

Keywords: Experiments, Quasi-Experiments, Quality Evaluation of 

Experiments, Software Product Line 
 

Introduction 

Experimentation in the Software Engineering (SE) 

area plays a central role at providing evidence of a 

certain theory in an objective, accurate and systematic 

way (Wohlin et al., 2012), as well as providing inductive 

support for hypotheses (Sjoberg et al., 2007) and 

decision making, aiding the comparison of different 

technologies, methods and tools (Kampenes, 2007). 

Therefore, evaluating the quality of experiments and 

quasi-experiments (In this work we use the term 

“experiment” to denote both concepts of “experiment” and 

“quasi-experiment”.) is essential for improving the means 

to carry out experiments (Kitchenham et al., 2012) 

towards development and sharing scientific knowledge 

and empirical decisions on software construction based on 

software engineering (Sjoberg et al., 2007). 

The software engineering community has discussed 

how to evaluate the quality of experiments using 

approaches, such as: Simple quality criteria (Dieste et al., 

2011), checklists (Kampenes, 2007; Kitchenham and 

Charters, 2007; Kitchenham et al., 2010), quality scales 

(Dieste et al., 2011) and inference validity and 

experiments reporting (Kampenes, 2007). 
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One of the points they discuss is the lack of 

consensus on the definition of quality in the research 

community. Thus, it has been suggested that quality is 

related to minimizing the bias and maximizing the internal 

and external validity of the experiments (Dieste et al., 

2011). Such a suggestion was investigated by the 

Dieste et al. (2011) approach and the preliminary 

results affirmed the relationship between bias and 

internal validity. Some approaches have been applied 

in experiments in the SE domain, software inspection, pair 

programming and human-centric, selected throughout 

systematic literature reviews. 

Existing literature provides four approaches to 

evaluate the quality of SE experiments: 

 

 A1 - the Kitchenham and Charters (2007) checklist; 

 A2 - the Kampenes (2007) checklist; 

 A3 - the Kitchenham et al. (2010) checklist; 

 A4 - the Dieste et al. (2011) quality scale. 

 

Thus, it is necessary to know each one of them, as 

well as they are structured to evaluate the quality of the 

SE experiments. An emerging growth area is Software 

Product Line (SPL), which aims to generate specific 

products based on the reuse of a central infrastructure 

(Linden et al., 2007). A large number of experiments 

have been conducted on a wide range of subjects related 

to SPL. Such experiments are important in providing 

evidence to the industry and to the academia, seeking the 

transfer of technology through a reliable and auditable 

body of knowledge. In this way, being able to evaluate 

the quality of an experiment becomes essential to 

achieve such objectives with the researches. 

Therefore, this paper describes an empirical study 

performed to comparing the mentioned approaches in 

terms of: (i) Quality of experiments, (ii) usage of a 

template for experimental reporting and (iii) granularity 

the approach questions. 
Results obtained with this empirical study indicate a 

significant correlation between pairs of quality 
evaluation approaches of SE experiments applied in the 
SPL context. Pearson’s correlation was applied and was 
strong positive for all pairs of evaluated approaches. The 
A2 (Kampenes, 2007) and A3 (Kitchenham et al., 2010) 
approaches pair presented the highest correlation with 
0.883, which were the ones that achieved the best results 
in the variables “Usage of templates for experimental 
reporting” and “Granularity of questions from the 
approaches”. Thus, A2 and A3 approaches are the best 
for reporting SPL experiments. 

This paper is structured as follows: Section 2 presents 

the essential concepts with regard to the quality 

evaluation of experiments in SE, SPL, SPL 

experimentation and related work; section 3 reports the 

empirical study conducted; and section 4 presents 

conclusions and directions for future work. 

Background and Related Work 

This section presents initial concepts for this work. 

Quality Evaluation of Experiments in Software 

Engineering 

The quality of SE experiments can be observed in 

regarding to the amount of bias in the experimental 

results (Dieste and Juristo, 2013). As bias cannot be 

measured, there are approaches to evaluate it (Dieste et al., 

2011; Dieste and Juristo, 2013), such as: 

 

 Simple approaches: A set of validity criteria, 

usually answered in a qualitative way, applying a 

classification scale 

 Checklists: Based on quality items, in which they 

are not punctuated numerically, such as a 

considerable number of quality related questions 

answered with “Yes/No” 

 Quality Scales: Based on a series of quality items, 

numerically punctuated to provide a quantitative 

assessment of the overall quality of the study. 

Punctuation tends to be subjective, as it can be 

generated by weighing all items in the same way or 

assigning them different weights in relation to the 

importance of the evaluated criteria 

 Expert opinion: One or several experts provide an 

evaluation of the quality of an experiment based on 

its nominal value, i.e., a subjective evaluation of the 

overall quality of the paper based on an ordinal scale 

of 5 points (excellent (5), very good (4), acceptable 

(3), poor (2) and unacceptable (1)), being able to 

distinguish experiments with high and low quality 

 

The experimental quality in SE can also be 

evaluated considering the design and analysis of the 

experiments, in terms of statistical power, effect size 

analysis, quasi-experimentation and experiment report 

(Kampenes, 2007). 

The following are approaches to quality evaluation of 

SE experiments found in the literature. 

The Kitchenham and Charters Approach 

The quality evaluation checklist for SE experiments 

proposed by Kitchenham and Charters (2007) contains 

52 questions divided into design, conduct, analysis and 

conclusions, suggesting researchers to select only the 

most appropriate checklist questions to the context of 

their own research questions (see Table 6, Table 7 and 

Table 8 in Appendix A). In addition, such questions 

should be assigned to a measurement scale, using as a 

quality instrument a checklist, a quality scale, or both, 

when there is no simple answer (Yes/No). In this work, 

all 52 questions answered with “Yes/No” were used. 
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The Kampenes Approach 

The quality evaluation checklist for SE experiments 

proposed by Kampenes (2007) (Appendix B) contains 26 

questions of dichotomous responses, divided into subjects, 

experimental setting, design and analysis and 

validity/limitations, in which the objective is to help 

improving the integrity of the experimental reports in SE 

(see Table 9 in Appendix B). 

The Kitchenham et al. Approach 

The quality evaluation checklist for SE experiments 

proposed by Kitchenham et al. (2010) (Appendix C) 

contains 9 questions, where each question has 

subcategories: (i) “Questions on Aims”, (ii) “Questions 

on Design, Data Collection and Data Analysis” and (iii) 

“Questions on Study Outcome” totaling 30 sub-questions 

of dichotomous answers (see Table 10 in Appendix C). 

The answer to each question is given by a four-point 

scale: 4 = all questions listed in the “consider” column 

can be answered with “yes”; 3 = the majority of all (but 

not all) questions listed in the “consider” column can be 

answered with “yes”; 2 = some (but the minority) of the 

questions listed in the “consider” column can be 

answered with “yes” and 1 = none of the questions listed 

in the “consider” column can be answered with “yes”. At 

the end, a final score is added to each of the 9 questions. 

The Dieste et al. Approach 

The quality scale to evaluate for SE experiments 

proposed by Dieste et al. (2011) (Appendix D) contains 

10 questions of dichotomous answers based on five 

dimensions: Experimental context, experimental design, 

analysis, presentation of results and interpretation of 

results (see Table 11 in Appendix D). At the end, a 

global quality score is the percentage of “yes” responses 

obtained by the experiment in relation to the total of 

evaluated questions, as presented in the Formula 1. 

Experiments with a global score close to 1.0 (100%) are 

high quality experiments. When the score is near 0.0 

(0%), the experiments are considered low quality: 
 

_ _

_ _ _ _

Number of yeses
Quality score

Number of yeses Number of nos



  (1) 

 

Software Product Lines 

An SPL is a set of products that address a particular 

market segment or a particular mission (Clements and 

Northrop, 2002). This set of products is also called the 

product family, in which the members of this family are 

specific products generated from the reuse of a common 

infrastructure, named core assets. 

The core assets is composed of a set of common 

characteristics (similarities) and variable characteristics 

(variabilities) (Linden et al., 2007). This core forms the 

basis of an SPL and includes the Product-Line 

Architecture (PLA), reusable components, domain 

models, requirements assets, test plans and feature and 

variability models. 

The PLA is one of the most important SPL artifacts 

(Linden et al., 2007), because it represents the 

abstraction of all possible product-specific architectures 

generated from such SPL. Some important PLA 

requirements are (Medvidovic and Taylor, 2010): to 

remain stable over the life of SPLs, suffering as few 

changes as possible; easy integration of new features 

during the architecture lifecycle; and explicitly represent 

the variations to provided for reuse. 

The feature model contains all the features of an SPL 

and their interrelationships. According to Apel et al. 

(2013a), a feature is a characteristic or end-user-visible 

behavior of a software system. A feature may be 

mandatory, optional or alternative. 

The feature model represents the SPL variabilities 

(Apel et al., 2013a). Variabilities are described by: 

Variation point that allows the resolution of variabilities 

in SPL generic artifacts; Variant represents the possible 

elements that can be chosen to solve a variation point; 

Constraints between variants establish the relationships 

between one or more variants in order to solve their 

respective variation points or variability in a given 

binding time (Halmans and Pohl, 2003; Linden et al., 

2007; Pohl et al., 2005). 

Variability is essential for an SPL, as it represents 

how members of a family of certain products can 

distinguish themselves from each other (Weiss and 

Lai, 1999). Thus, a variability can be modeled to 

allow the development of custom products by 

configuring and tuning reusable artifacts for a 

particular context (Pohl et al., 2005). 

In this context, Pohl et al. (2005) developed the SPL 

engineering framework, which aims to incorporate the 

core concepts of traditional product-line engineering, 

providing artifact reuse and mass customization 

throughout variability. This framework is divided into 

two processes with their respective subprocesses and 

artifacts, as shown in Fig. 1 (Pohl et al., 2005). 

In the Domain Engineering process, the similarities 

and variabilities of SPLs are identified and realized. This 

is composed of five main subprocesses: Product 

Management deals with the SPL scope and its market 

strategies; Domain Requirements Engineering addresses 

the elicitation and documentation of SPL requirements; 

Domain Design defines the SPL reference architecture 

used in the Application Design; Domain Realization 

deals with the design and implementation of common 

assets; and Domain Testing performs the validation and 

verification of reusable components. 
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Fig. 1: The SPL engineering framework (Pohl et al., 2005) 

 

As for the Domain Engineering artifacts that form 

the SPL platform and are stored in the same 

repository, we have: The variability model that 

presents the variation points and their variants, 

besides defining the dependencies and constraints; the 

requirements that are textual or model-based, which 

they are common to all applications and variables, 

allowing the derivation of customizable requirements 

for different applications; the PLA that defines the 

structure (static and dynamic decomposition that is 

valid for all SPL products) and the texture (set of 

common rules for designing and realizing the parts 

and their combinations to form the applications) of the 

SPL products; the components that are configurable 

and perform variability by means of appropriate 

parameters in its interface; and tests that contain the 

test plan, test cases and test case scenarios to assist in 

executing them. 

In the Application Engineering process, products of 

an SPL are built by reusing domain artifacts and 

exploring variabilities. This process is composed of 

subprocesses: Application Requirements Engineering 

deals with the specification of the application 

requirements; Application Design derives the product 

architecture; Application Realisation makes the 

implementation of the products using assets of the 

subprocess of accomplishment of the domain to reduce 

the time and effort; and Application Testing to validate 

and verify the derived product. 

With relation to the Application Engineering 

artifacts, they include: The variability model that 

documents the linkage of variability with its justification 

of selection for a specific application, in addition to 

being limited by the dependencies and constraints of 

variability determined in the domain variability model; 

the requirements that present the complete specification 

of the product, including reusable and application-

specific requirements; the PLA of the product that is a 

specific instance of the domain architecture; the 

components of a specific product configured by 

parameters; and tests that document a given product in a 

traceable and repeatable way. 
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Experimentation in SPL 

In this section we summarize a Systematic 

Mapping (SM) study conducted following the 

guidelines proposed in Kitchenham et al. (2015) and 

Petersen et al. (2015) to identify SPL experiments in 

the literature. A paper on this SM study is currently 

submitted to a journal. 

For this, the search string presented in Table 1 was 

applied, in which it was adapted according to each 

data source. 

The search for primary studies involved two stages: 

the first, an automatic search in 5 data sources (IEEE, 

ACM, ScienceDirect, Scopus and Springer) returned 909 

documents; and second, a manual search in 15 

Conferences and 11 journals of related areas, such as 

IET Software, Empirical Software Engineering, IEEE 

Software, IST, JSS, Empirical Software Engineering and 

Measurement (ESEM), Brazilian Symposium on 

Software Engineering (SBES), Evaluation and 

Assessment in Software Engineering (EASE) and 

Software Product Line Conference (SPLC) returned 130 

documents. We obtained 1.039 primary studies. Filters 

and results of the process are shown in Fig. 2. 

The primary studies selection was initially 

performed by reading the title, abstract and keywords, 

in which the inclusion and exclusion criteria were 

applied. After performing such reading, 219 duplicate 

studies and 553 studies that did not address SPL 

experiments were excluded, thus, 267 potential studies 

were selected. 

Then, the selected primary studies were fully read 

and inclusion and exclusion criteria was applied again. 

Thus, 94 studies were excluded and a study that 

addressed a replicated experiment and quoted the original 

experiment, but the latter was not included in the initial set 

of studies, thus this study was included later. Therefore, 

174 studies were selected for the application of quality 

assessment criteria (see Table 12 in Appendix E). 

During quality assessment, we observed 89% (155) 

obtained high quality, 11% (19) had medium quality and 

none (0%) low quality, confirming the relevance and 

credibility of the selected studies. Thus, a final set of 174 

primary studies were selected, presented in Appendix A. 

As for the analysis carried out in these studies, we 

observed SPL experiments are on testing, architecture 

design optimization and feature model configuration 

domain, for example. With regard to the main artifacts 

we obtained feature model, SPL documentation, test 

cases, class diagrams and use cases, source code, among 

others. Choice and size of SPL, participants experience 

and number of SPL architecture were the most discussed 

threats to validity. 

Related Work 

To the best of our knowledge, no studies were found 

related to this empirical study, neither for comparing the 

SE experiment quality evaluation approaches nor for the 

SPL context. 

 
Table 1: General search string 

“software” 

AND 

(“product line” OR “product lines” OR “product-line” OR 

“productlines” OR “product line engineering” OR “product-

family” OR “product-families” OR “product family” OR 

“product families” OR “family of products”) 

AND 

(“experiment” OR “experiments” OR “experimental” OR 

“experimentation” OR “controlled experiment” OR 

“controlled experiments” OR “quasi-experiment” OR 

“quasi-experiments” OR “quasi-experimental” OR 

“quasi-experimentation”) 

 

 

 
Fig. 2: Filters and results of the SM primary study selection process 
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Empirical Study 

This section reports the empirical study carried out. 

Study Planning 

Goals 

Based on the Goal-Question-Metric (GQM) model 

(Basili and Rombach, 1988), the empirical study 

objective was: Compare approaches of quality 

evaluation of experiments in SE, with the purpose of 

evidencing, with respect to the capability to report SPL 

experiments, from the point of view of SPL researchers, 

in the context of graduate students of the SE area from 

the State University of Maringá (UEM). 

The main goal of our empirical study can be established 
in the following Research Question (R.Q.): “What is the 
best approach for reporting SPL experiments based on 
approaches for quality evaluation of experiments in SE?” 

Participants 

The participants in this study were the first three co-
authors of this paper. Thus, a random selection was not 
performed. All the people involved in this project are 
master’s students in the Graduate Program in Computer 
Science of the State University of Maringá (UEM). The 
first coauthor has experience with SE experiments for 

about two and a half years, while the second and third co-
authors have been around for 1 year. Although the 
participants had low experience in SE experimentation, they 
were considered eligible to act as quality participants of the 
papers assessed in this study, due to the fact that they were 
under the supervision of Prof. Dr. Edson OliveiraJr and they 

attended a 1-semester Experimental SE graduate course. 

Experimental Units 

There is one main experimental unit involved in this 
empirical study: A set of 30 papers that discuss SPL 
experiments. This number of papers was chosen because it 
is considered the minimum adequate value for statistical 
analysis and because the evaluation approaches have so 
many questions. The selected papers are a subset of SM 
primary studies (Section 2.3). From the 174 SM papers, 
30 papers were selected from a random function provided 

by Microsoft Excel, which was sufficient to ensure that 
the selection of the papers was not intentional. 

Material 

The material used in this study were an Excel 

spreadsheet with the four approaches to quality 

evaluation of SE experiments. 

Tasks 

In this study each participant acted as a evaluator and 

evaluated each of the 30 papers using the following 

approaches to determine quality: A1 (Kitchenham and 

Charters, 2007) checklist, A2 (Kampenes, 2007) 

checklist, A3 (Kitchenham et al., 2010) checklist and A4 

Dieste et al. (2011) quality scale. 

Variables 

Table 2 describes the dependent and independent 

variables of our study. Its has the abbreviation “N.A.” 

(Not Available) used when there is no such information. 

The independent variables were the approaches for 

quality evaluation of experiments in SE: A1, A2, A3 

and A4. 

The dependent variables were: 
 
 Quality of experiments: Represents the quality of 

reporting of each SPL experiment for each approach 

 Usage of templates for experimental reporting: 
Represents the quality of each SPL experiments for 

each approach when using or not using an 

experimental template for reporting 

 Granularity of questions from the approaches: 
Represents the quality of each SPL experiment for 

each approach divided into experimental phases 

proposed by Wohlin et al. (2012) 
 

This variables contribute to identify the best quality 

evaluation approach for reporting SPL experiments because 

three dependent variables deal with reporting quality 

aspects of the experiments, in which the first one is more 

generally, the second relates to the use of experimental 

template and the last one in a more specific way by 

experimental phase, since each approach categorized their 

questions with names similar to experimental phases. 
 
Table 2: Dependent and independent variables description 
 Type of the variable  Class (product,  Type of 

 (independent,  process, Entity Attribute Scale type 

 dependent,  resource, (instance of (internal, (nominal, 

Name of variable moderating) Abbreviation method)  the class) external,...) ordinal,...) Unit Range Counting rule 

Approaches for quality Independent N.A. Method A1, A2, N.A. Nominal N.A. A1, A2, N.A. 

Evaluation of    A3 and A4    A3 and A4  

Experiments in SE 

Quality of Experiments Dependent N.A. Process Weak, Moderate, External Nominal, ordinal Correlation [-1.0,+1.0] Pearson (p) 

    Strong, Positive,   scale  formula 

    Negative 

Usage of Templates for Dependent N.A. Process  External    T-Test and 

Experimental Reporting         Mann-Whitney- 

         Wilcoxon U 

Granularity of Questions Dependent N.A. Process  External   Between 0 Dieste et al.  

from the Approaches        and 1 formula 
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Design 

We used one factor with more than two treatments 

design, in which the treatments are compared to each 

other (Wohlin et al., 2012). The factor in this study is the 

approaches for quality evaluation of experiments in SE 

and the treatments are: A1, A2, A3 and A4. 

Procedure 

For each participant the same 30 selected papers were 

assigned not randomly. For each paper, the participant 

answered questions in the A1, A2, A3 and A4 

approaches. Each question or sub-question was answered 

with “yes” or “no”. For each “yes” answer, the 

participants had the task of writing an observation that 

contained the page, section and/or paragraph in which 

the information was contained, in addition to noting the 

response time for each approach. 

Analysis Procedure 

After completing the answers in the spreadsheet of 

papers versus approaches, Kappa (Fleiss et al., 2003) 

agreement analysis was performed with the support of a 

tool (2Available at 

http://www.lee.dante.br/pesquisa/kappa/index.html. 

Accessed on 10/09/2018) developed by the Laboratory 

of Epidemiology and Statistics (Lee) of the Dante 

Pazzanese Institute of Cardiology to verify the 

agreement between the 3 participants. 

Finally, a consensus was made between the 

participant’s assessments of the responses of the 

approaches in each paper to subsequently obtain the 

quality of experiments, the usage of templates for 

experimental reporting and the granularity of questions 

from the approaches. 

Execution 

Preparation 

Before starting the our empirical study, a pilot 

project was performed, in which the participants 

selected 2 random papers: Michalik et al. (2011a) and 

Murashkin et al. (2013a), which are not included in the 

30 papers of the study, to calibrate and equalize the 

evaluation form of each participant. 

For this preparation, the participants carried out the 

evaluation of each of the 2 papers together for the 4 

proposed approaches in order to solve possible doubts 

with regard to the interpretation of questions. 

Deviations 

During the execution of our study, there were no 

deviations with regard to the planned instrumentation 

and the collection process. In addition, none of the 

participants dropped out of the study. 

Analysis 

We present the analysis of our empirical study in this 

section, initially with the Kappa agreement analysis, the 

quality of experiments, the usage of templates for 

experimental reporting and the granularity of questions 

from the approaches. 

Kappa Agreement Analysis 

To evaluate the level of agreement between the 3 

participants, in relation to the answers obtained from the 

four approaches applied in the 30 papers, we performed 

the Kappa statistical test (Fleiss et al., 2003) and to get 

to know whether the results would be satisfactory or not 

we based on the interpretation proposed by Fleiss et al. 

(2003), as shown in the Table 3. 

Table 4 presents the results obtained with the 

application of the coefficient Kappa for each approach in 

relation to the 30 papers. 
 
Table 3: Interpretation of Kappa values proposed by (Fleiss et al., 

2003) 

Kappa values Strength of Agreement 

<0.40  Poor agreement 
0.40-0.75  Fair to good agreement 
>0.75  Excellent agreement 
 
Table 4: Results of the Kappa Coefficient for each Paper (P) 

and Approach (A1 through A4) 

Paper ID A1 A2 A3 A4 

P1  0.490  0.479  0.509  0.144 
P2 0.583 0.422  0.422  0.607 
P3 0.466 0.490  0.466  0.365 
P4 0.433 0.328  0.186  0.345 
P5 0.350 0.061  0.244  0.029 
P6 0.308 0.458  0.507  0.492 
P7 0.461 0.443  0.598  0.151 
P8 0.436 0.597  0.432  0.542 
P9 0.280 0.554  0.220  0.112 
P10 0.477 0.498  0.293  -0.179 
P11 0.438 0.527  0.630  0.139 
P12 0.193 0.490  0.278  0.340 
P13 0.435 0.810  0.626  0.340 
P14 0.374 0.409  0.482  -0.138 
P15 0.562 0.434  0.499  0.083 
P16 0.562 0.434  0.499 0.083 
P17 0.562 0.434  0.499  0.083 
P18 0.661 0.683  0.460  1.000 
P19 0.793 0.742  0.821  0.345 
P20 0.654 0.519  0.656  0.505 

P21 0.405  0.639  0.644  0.591 
P22 0.422  0.494  0.814  0.340 
P23 0.610  0.685  0.686  0.591 
P24 0.462  0.647  0.386  0.365 
P25 0.472  0.473  0.400  0.637 
P26 0.584  0.507  0.545  0.628 
P27 0.381  0.771  0.333  -0.031 
P28 0.579  0.682  0.408  0.393 
P29 0.508  0.647  0.666  0.293 

P30 0.340  0.494  0.358  0.158 

http://www.lee.dante.br/pesquisa/kappa/index.html
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Fig. 3: Box plot for the Kappa values of each approach 
 

As it can be seen in Fig. 3, the median shows a very 

close agreement between A1, A2 and A3 approaches, 

which are close to 0.4 and 0.5 indicating a fair to good 

agreement between the answers of the 3 participants for 

these approaches. Except for a disparity in the A2 approach 

(P5, 0.061) considered an outlier that was maintained in the 

analysis. For the A4 approach, the median was below 0.4, 

indicating a poor agreement among the participants. 

Quality of Experiments 

After analyzing the degree of agreement between the 

answers, the 3 participants reached a consensus for a 

single answer on each question of each of the four 

approaches in the 30 papers under study. To do so, when 

the response of two participants was: “yes”, the final 

answer was “yes”; and “no”, the final answer was “no”. 

In the case where only one of the participants disagreed 

in the response, a discussion was held among the 

participants to reach a final answer. 

Shortly after obtaining a single answer for each 

question in the 30 papers in each approach, it was possible 

to obtain the final quality score of the four approaches, as 

presented in Table 5. For this, in the approaches A1, A2 

and A4 we used the Formula 1 (Section 2.1.4) proposed 

by Dieste et al. (2011), where it is composed of the 

number of “Yes” responses divided by the number of 

“Yes” responses added to the number of “No” responses. 

Whereas for the A3 approach, because the answers to the 

questions are given by a four-point scale, we applied 

the Formula 2, in which the sum of the 9 questions 

divided by 36 is made (which is the maximum value of 

the summation, that is, 9 (questions) * 4 (when all 

answers of the subquestions are “yes”)), getting a value 

between 0 and 1, just as the result of the Formula 1: 
 

36

Questions
Quality score


   (2) 

 

Thus, the final quality score obtained in each 

approach (Table 5) was used to calculate the correlation 

between pairs of approaches. Based on this, the 

following hypotheses were stated: 

 

 Null Hypothesis (H0): There is no significant 

correlation between the X and Y approaches for 

evaluating the quality of SPL experiments 

 Alternative Hypothesis (H1): There is significant 

correlation between the X and Y approaches for 

evaluating the quality of SPL experiments 

 

X and Y are replaced with each pair of approaches in 

this study. 

As this variable is continuous, we applied the 

parametric correlation method of Pearson using the 

statistical tool R (R Core Team, 2014). This method 

allows to establish whether there is a correlation between 

two sets of data, represented by , which assumes value 

between -1 and 1, as shown in Fig. 4. 

Thus, the following values for  were obtained for 

the correlations: 

 

 Corr(A1 and A2):  = 0.780 - Strong positive 

correlation 

 Corr(A1 and A3):  = 0.830 - Strong positive 

correlation 

 Corr(A1 and A4):  = 0.783 - Strong positive 

correlation 

 Corr(A2 and A3):  = 0.883 - Strong positive 

correlation 

 Corr(A2 and A4):  = 0.842 - Strong positive 

correlation 

 Corr(A3 and A4):  = 0.800 - Strong positive 

correlation 

 

Based on the correlations, there is initial evidence to 

reject the null hypothesis (H0) of our study and accept 

the alternative hypothesis (H1) (Section 3.3.2), which 

affirms there is a significant correlation between the 

approaches for quality evaluation of SPL experiments. 
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Fig. 4: Pearson correlation scale 
 
Table 5: Final quality score of the papers (P) by approach (A1 

through A4) after Kappa analysis 

Paper ID A1 A2 A3 A4 

P1  0.385  0.692  0.778  0.455 
P2  0.462  0.654  0.750  0.364 
P3  0.519  0.731  0.722  0.636 
P4  0.327  0.308  0.472  0.364 
P5  0.558  0.731  0.778  0.364 
P6  0.558  0.808  0.778  0.455 
P7  0.596  0.731  0.778  0.545 
P8  0.269  0.231  0.583  0.182 
P9  0.635  0.731  0.750  0.636 
P10 0.250  0.115  0.528  0.091 
P11 0.500  0.577  0.667  0.364 
P12  0.269  0.385  0.556  0.182 
P13  0.500  0.769  0.778  0.545 
P14  0.288  0.192  0.500  0.091 
P15  0.500  0.615  0.778  0.545 
P16  0.212  0.346  0.528  0.091 
P17  0.442  0.500  0.694  0.455 
P18  0.231  0.423  0.611  0.273 
P19  0.365  0.577  0.667  0.364 
P20  0.154 0.269  0.444  0.182 
P21  0.231  0.615  0.639  0.364 
P22  0.346  0.346  0.694  0.455 
P23  0.154  0.308  0.500  0.273 
P24  0.519  0.769  0.722  0.545 
P25  0.250  0.154 0.528  0.000 
P26  0.346  0.654  0.694  0.545 
P27  0.154  0.385  0.500  0.182 
P28  0.135  0.308  0.500  0.182 
P29  0.231  0.462  0.611  0.182 
P30  0.288  0.615  0.750  0.364 
 

Figure 5 presents the scatter plots of the pairs of 

approaches, emphasizing that all have a positive trend 

line, confirming the rejection of the null hypothesis (H0). 

Thus, the obtained values of the correlations show the 

four approaches produce similar results. 

Figure 6 presents the quality of the SPL experiments 

based on the final score of the papers after evaluation in 

each of the selected approaches. It is possible to observe 

that the A3 approach obtained the quality of the 

experiments with a final score of close to 0.7. We 

understand A3 has more objective questions and the 

information regarding its questions is more present in the 

papers analyzed. 

Usage of Templates for Experimental Reporting 

In the 30 experiments selected, we checked whether 

they adopted any experimental template by referencing the 

paper that followed the guidelines or the structure of the 

experiment when they did not explicitly state. Of the 30 

papers, only 13 papers used experimental template: 11 

papers used by Wohlin et al. (2012), one paper by 

Kitchenham et al. (2002) and one paper by Jedlitschka et al. 

(2008). Based on this, the following hypotheses were stated: 

 

 Null Hypothesis (H0): There is no significant 

difference in the quality of SPL experiments when 

using an experimental template 

 Alternative Hypothesis (H1): There is significant 

difference in the quality of SPL experiments when 

using an experimental template 

 

We applied the Kolmogorov-Smirnov normality test 

for both samples in each of the approaches: using and 

not using experimental template. We obtained the 

following results: 

 

 For A1: (i) using template, sample size (N) 13, mean 

() 0.4053, standard deviation () 0.1264, we 

obtained p = 0.9027, i.e., with  = 0.05 (0.9027 > 

0.361), the sample is normal; and (ii) not using 

template, sample size (N) 17, mean () 0.3179, 

standard deviation () 0.1563, we obtained p = 

0.5479, i.e., with  = 0.05 (0.5479 > 0.318), the 

sample is normal 

 For A2: (i) using template, sample size (N) 13, mean 

() 0.6242, standard deviation () 0.1144, we 

obtained p = 0.9767, i.e., with  = 0.05 (0.9767 > 

0.361), the sample is normal; and (ii) not using 

template, sample size (N) 17, mean () 0.4051, 

standard deviation () 0.2177, we obtained p = 

0.2698, i.e., with  = 0.05 (0.2698 < 0.318), the 

sample is not normal 

 For A3: (i) using template, sample size (N) 13, mean 

() 0.7052, standard deviation () 0.0617, we 

obtained p = 0.9282, i.e., with  = 0.05 (0.9282 > 

0.361), the sample is normal; and (ii) not using 

template, sample size (N) 17, mean () 0.5948, 

standard deviation () 0.1207, we obtained p = 

0.2848, i.e., with  = 0.05 (0.2848 < 0.318), the 

sample is not normal 

 For A4: (i) using template, sample size (N) 13, mean 

() 0.4197, standard deviation () 0.1258, we 
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obtained p = 0.6183, i.e., with  = 0.05 (0.6183 > 

0.361), the sample is normal; and (ii) not using 

template, sample size (N) 17, mean () 0.2835, 

standard deviation () 0.1897, we obtained p = 

0.3139, i.e., with  = 0.05 (0.3139 < 0.318), the 

sample is not normal 

 

 
 (a) (b) 

 

 
 (c) (d) 

 

 
 (e) (f) 

 
Fig. 5: Scatter plots of the pair of approaches to the final quality scores; (a) A1 X A2; (b) A1 X A3; (c) A1 X A4; (d) A2 X A3; (e) 

A2 X A4; (f) A3 X A4 
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Fig. 6: Box plot for the quality of SPL experiments 

 

 
 

Fig. 7: Box plot for the usage template in A1 approach 
 

In the A1 approach, both samples (using and not 

using experimental template) are normal, thus we 

applied the T-Test, obtaining a value for tcalculated = 

1.6922 and degree of freedom (gl) = 28. When searching 

the index (gl) in the table of critical values of the T-Test, 

a value for tcritical = 2.05 was found, with a () 

significance level of 0.05. Thus, comparing the tcritical 

with the tcalculated, the null hypothesis could not be 

rejected (tcalculated(1.6922) < tcritical(2.05)). 
Figure 7 presents the “Yes” and “No” box plots for 

the usage of experimental template for A1. In the “No” 

box plot, we see two outliers that were above the 

median of experimental template, which is a possible 

evidence of not having rejected the null hypothesis 

(H0). Thus, we remove these two outliers that 

correspond to three data point from this sample, 

obtaining a size sample 14. Then we re-applied the T-

Test presenting the result for tcalculated = 3.2756 and 

degree of freedom (gl) = 23 (tcritical = 2.07), thus the null 

hypothesis (H0) could be rejected (tcalculated(3.2756) > 

tcritical(2.07)). Thus, the result of T-Test was considered, 

after removal of the outliers in the sample. 

A2, A3 and A4 approaches, samples using 

experimental template (NA) are normal, but those that do 

not use experimental template (NB) are non-normal, thus 

we applied the Mann-Whitney-Wilcoxon U. In all 

approaches, the (NA) sample has 13 data and the (NB) 17 

data, so in the table of critical values of that test the 

value for Ucritical = 63 was found, with a () significance 

level of 0.05. For the Ucalculated, the values obtained for 

the A2, A3 and A4 approaches are shown below: 
 
 For the A2 approach, Ucalculated = 46.5, comparing 

with the Ucritical the null hypothesis (H0) could be 
rejected (Ucalculated(46.5) <= Ucritical(63)) 

 For the A3 approach, Ucalculated = 54.5, comparing 

with the Ucritical the null hypothesis (H0) could be 

rejected (Ucalculated (54.5) <= Ucritical(63)) 
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 For the A4 approach, Ucalculated = 62.5, comparing 

with the Ucritical the null hypothesis (H0) could be 

rejected (Ucalculated (62.5) <= Ucritical (63)) 

 

Figure 8 presents the box plots for the papers quality 

regarding the usage of experimental template in the 

reporting of the SPL experiments for the four 

approaches. We can note is the median quality for 

experiments using experimental template is higher than 

those that did not use it. 

Among the approaches, A2 and A3 were the ones 

obtained the highest quality using experimental template, 

in which the final quality score is between 0.6 and 0.7. 

Thus, we understand the experimental template 

influences the quality of the experiments. 

Therefore, the T-Test and the Mann-Whitney-

Wilcoxon U test confirmed that there is a significant 

difference in 

the quality of SPL experiments when using 

experimental template in the A1, A2, A3 and A4 

approaches, which was already expected. 

Granularity of Questions from the Approaches 

We divided the questions from the four approaches 

for quality evaluation of experiments into four phases, 

according to Wohlin et al. (2012): Scope, Planning, 

Execution and Analysis and Interpretation, in order to 

evaluate their granularity. For each phase, we calculated 

the quality score in each of the approaches using 

Formula 1 (Section 2.1.4). For the A3 approach, the 

questions from 1 to 9 were disregarded because they 

used a four-point scale and because they did not have the 

same weights, thus with their subquestions it was 

possible to apply Formula 1. 

Figure 9 presents the granularity of the questions in 

the planning phase. It is observed that the A2 approach 

was the one that obtained a score of higher quality, close 

to 0.6, whereas the others were close to 0.5. 

Figure 10 presents the granularity of the questions in 

the analysis and interpretation phase. It is observed that 

the A3 approach was the one that obtained a quality 

score of approximately 0.6. Approaches A1 and A4 had 

a score of quality close to 0.3 and A2 close to 0.2. 

 

 
 (a) (b) 

 

 
 (c) (d) 

 
Fig. 8: Box plot for the usage and non-usage of template in relation to the four approaches; (a) A1 (b) A2 (c) A3 (d) A4 
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Fig. 9: Box plot for the granularity of questions in the planning phase 
 

 
 

Fig. 10: Box plot for the granularity of questions in the analysis and interpretation phase 
 

The scope and execution phases were those that 

presented few questions, obtaining a very small sample, 

therefore, we did not analyze such phases. 

When comparing Fig. 9 and 10 with Fig. 6 showing 

the quality of the SPL experiments in each approach, it is 

observed that the A1, A2 and A4 approaches obtained a 

score of higher quality in the planning phase (Fig. 9) and 

only the A2 approach obtained a score of lower quality 

in the analysis and interpretation phase (Fig. 10) as 

presented in Fig. 6. Thus, we understand the SPL 

experiments report more the planning phase than the 

analysis and interpretation phase, which also is a phase 

of paramount importance. 

Discussion 

This section provides an overall discussion of the 

obtained results and implications, as well as threats to 

validity of the empirical study carried out. 

Evaluation of Results and Implications 

With the results obtained in our empirical study and 

the performed analysis, there is a significant correlation 

between pairs of approaches for quality evaluation of 

SPL experiments. This correlation was strongly positive 

for all pairs of approaches evaluated and was based on 

three criteria: Quality of experiments, usage of templates 

for experimental reporting and granularity of questions 

from the approaches. 
The pair of approaches A2 and A3, which obtained the 

highest correlation with 0.883 compared to the other pairs, 
was the one that presented the best result in the evaluated 
criteria. It is possible to observe that the A3 approach was 
the one that presented the highest score in the “Quality of 
the experiments”, “Granularity of the questions” and the 
“Usage of templates for experimental reporting”. 

With regard to the pair of approaches A2 and A4, 
with correlation 0.842, such approaches are those that 
contain fewer questions compared to others, an 
indication that the results were found in the criterion 
“Granularity of the questions”. In the other two criteria, 
the A4 approach presented more difference because of 
the complexity of its questions, with few papers 
documenting the information needed. 

For the pair of approaches A1 and A3, with a 

correlation of 0.830. both approaches were developed by 

Kitchenham with the support of other authors, which 
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makes it possible to infer that the results are close to the 

criteria of “Granularity of the questions” and “Usage of 

templates for experimental reporting”. They differ in the 

criteria of “Quality of the experiments”, because A1 

contains 52 questions, which has more questions of all 

approaches and many of them were not present in the 

papers being studied, for example, “Did untoward events 

occur during the study?” and “Is the sample representative 

of the population to which the results will generalise?”. 
Considering the pair of approaches A3 and A4, with 

a correlation of 0.800, the approaches approximate the 
criteria of “Granularity of the questions”, by having a 
division of the questions into very similar dimensions. 
However, they disagree on the other two criteria, 
because A4 has questions that analyze information not 
very reported in the papers, for example, “Was 
randomization used for selecting the population and 
applying the treatment?” and “Are the statistical 
significances mentioned with the results?”. 

With relation to the pair of approaches A1 and A4, 
with a correlation of 0.783, these approaches resemble 

the dimensions that have been divided into their 
questions, providing evidence for being in the criterion of 

“Granularity of the questions”. Furthermore, they obtained 

a near-quality score as presented in the “Quality of the 
experiments” criterion. As for the criterion of “Usage of 

templates for experimental reporting”, A1 presented a 
score of better quality compared to A4 because of the 

level of complexity of the A4 approach questions, for 

example, “Is an appropriate blinding procedure used 
(e.g., blind allocation of materials, blind marking)?”. 

In the pair of approaches A1 and A2, which obtained 

the lowest correlation (0.780), it is observed that in the 

criterion “Granularity of the questions”, both approaches 

had very close results. With relation to the other criteria, 

which are based on the quality score obtained from the 

papers, A2 stands out because it contains more objective 

questions, for example, “Sample size”, “The use of tools” 

and “Assignment procedure (randomized or quasi)”. 

Threats to Validity 

The threats to validity identified during this empirical 

study were categorized into internal, external, construct 

and conclusion, according to Wohlin et al. (2012). 

Internal Validity 

One of the threats was the difference in the 

knowledge level of the participants, especially in 

relation to the selected approaches. To minimize this 

threat, we conducted a bibliographic study of each 

approach, followed by a pilot project to unify the 

understanding of each question in each evaluation 

approach, providing the balance of knowledge 

necessary to carry out our empirical study. 

Another threat was related to the influence of the 

participants during the study. To minimize such a threat, 

the spreadsheets that the participants completed were 

stored locally by each one and were only shared between 

them after all had been filled out. In addition, each 

participant worked in their own environment at a time 

most suitable for him/her. 

External Validity 

One of the threats was in relation to the selected 

participants, since they are master students in the SE 

area. However, more studies that include researchers 

with experience in SE Experimental and SPL should be 

conducted, thus the results can be generalized. 

Another threat was the instrumentation used in relation 

to the heterogeneity of the sample, in which the selected 

papers obtained a moderate quality, as presented in Fig. 6. 

Thus, new studies must be conducted, stratifying the 

experiments with high, moderate and low quality. 

Construct Validity 

The dependent variable correlation between the pairs 

of approaches was calculated according to Pearson. The 

independent variable approaches for quality evaluation 

of experiments in SE was guaranteed by the pilot project, 

in which the participants became familiar with such 

approaches applied in two papers that were not part of 

the execution of the study, evaluating the feasibility of 

the applied approach. 

Conclusion Validity 

A threat considered as a risk to affect statistical 

validity was the sample size (N = 30), mainly in the 

analysis of the criterion “Usage of templates for 

experimental reporting”, in which such sample was 

divided into two samples, one with size 13 and the other 

with 17. Thus, the size of such sample should be 

increased during prospective replications of this study. 

Study Packing and Sharing 

All documents related to the study are available 

online via the web 

(https://doi.org/10.5281/zenodo.2575487) in order to 

promote possible future replications. 

Conclusion and Future Work 

The quality evaluation of experiments is fundamental 

to build a body of reference and reliable knowledge. In 

this paper, we carried out an empirical study, aiming to 

compare the existing approaches for quality evaluation 

of SE experiments, in order to indicate which approach 

was the best to reporting experiments in the SPL domain, 

based on three criteria presented in Section 3.1.6. 
The Pearson’s correlation was used between pairs of 

approaches, which showed strong positive correlations to 

analyze the “Quality of experiment”. The T-Test and 

https://doi.org/10.5281/zenodo.2575487
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Mann-Whitney-Wilcoxon U test were applied to the 

samples to analyze the “Usage of templates for 

experimental reporting” to verify whether there was a 

difference in the quality of the experiments when using an 

experimental template, in which in which the result was 

positive. In “Granularity of questions from the approaches” 

the SPL experiments report more the planning phase. 

Therefore, the results obtained provided initial 

evidence A2 and A3 approaches are the best for 

reporting SPL experiments. 

Directions for future work include planning the 

internal and external replication of this study to 

corroborate with the results obtained. Taking into 

account the actions discussed in Section 3.4.2 to mitigate 

threats to validity. 
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Appendix A: Quality evaluation checklist for SE experiments proposed by Kitchenham and 

Charters (2007) 

Table 6: Part 1 of quality evaluation checklist for SE experiments proposed by Kitchenham and Charters (2007) 

 Quantitative Correlation 

 Empirical Studies (observational 

Question (no specific type) studies) Surveys Experiments Source 

Design 

Are the aims clearly stated? X X X X [11], [10] 

Was the study designed with these questions in mind?   X  [25] 

Do the study measures allow the questions to be answered?   X X [10], [25] 

What population was being studied?   X  [25] 

Who was included?   X  [12] 

Who was excluded?   X  [12] 

How was the sample obtained (e.g. postal, interview,   X  [10], [12],  

web-based)?     [25] 

Is the survey method likely to have introduced   X  [25] 

significant bias? 

Is the sample representative of the population to which    X X [10], [25] 

the results will generalise? 

Were treatments randomly allocated?   X  [10] 

Is there a comparison or control group? X  X X [12] 

If there is a control group, are participants similar to  X  X X [10], [12] 

the treatment group participants in terms of variables  

that may affect study outcomes? 
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Was the sample size justified X  X X [10], [12] 

If the study involves assessment of a technology, is  X X X X [11] 

the technology clearly defined? 

Could the choice of subjects influence the size of the    X [10], [11], 

treatment effect?     [19],[25] 

Could lack of blinding introduce bias?    X [10] 

Are the variables used in the study adequately measured X X X X [10], [11], 

(i.e. are the variables likely to be valid and reliable)?     [19],[25] 

Are the measures used in the study fully defined? X X X X [11] 

 

Table 7: Part 2 of quality evaluation checklist for SE experimen2t5s proposed by Kitchenham and Charters (2007) 

Are the measures used in the study the most relevant  X X X X [11], [19],  
ones for answering the research questions?     [25] 
Is the scope (size and length) of the study sufficient to allow X  X X [19], [12],  
for changes in the outcomes of interest to be identified?     [25] 
Conduct 

Did untoward events occur during the study? X X X X [10] 
Was outcome assessment blind to treatment group? X   X [19], [12], [25] 
Are the data collection methods adequately described? X X X X [11] 
If two groups are being compared, were they treated    X [12], [25] 

similarly within the study? 
If the study involves participants over time, what proportion X  X X [10], [11] 

of people who enrolled at the beginning dropped out? 

How was the randomisation carried out?    X [10] 

Analysis 

What was the response rate?   X  [10], [25] 

Was the denominator (i.e. the population size) reported?   X  [25] 
Do the researchers explain the data types (continuous, X X X X [11] 

ordinal, categorical)? 
Are the study participants or observational units adequately X X X X [12], [25] 

described? For example, SE experience, type (student, 

practitioner, consultant), nationality, task experience and 
other relevant variables. 

Were the basic data adequately described? X X X X [10] 

Have “drop outs” introduced bias? X  X X [11], [12], [25] 
Are reasons given for refusal to participate? X  X X [11] 

Are the statistical methods described? X X X X [10], [11], [19] 

Is the statistical program used to analyse the data X X X X [11] 

referenced? 

Are the statistical methods justified? X X X X [11] 

Is the purpose of the analysis clear? X X X X [11] 
Are scoring systems described? X   X [11] 

Are potential confounders adequately controlled for X X X X [11] 

in the analysis? 

Do the numbers add up across different tables and X X X X [10], [11] 

 
Table 8: Part 3 of quality evaluation checklist for SE experiments proposed by Kitchenham and Charters (2007) 

subgroups? 
If different groups were different at the start of the study X  X X [12], [25]  

or treated differently during the study, was any attempt  

made to control for these differences, either statistically  
or by matching? 

If yes, was it successful? X  X X [25] 
Was statistical significance assessed? X X X X [10] 

If statistical tests are used to determine differences, is  X X X X [11] 
the actual p value given? 
If the study is concerned with differences among groups, X  X X [11] 
are confidence limits given describing the magnitude  
of any observed differences? 
Is there evidence of multiple statistical testing or  X X X X [10], [25] 
large numbers of post hoc analysis? 
How could selection bias arise? X  X X [10], [25] 
Were side-effects reported?     [10] 
Conclusions 

Are all study questions answered? X X X X [11] 
What do the main findings mean? X X X X [10] 
Are negative findings presented? X X X X [11] 
If statistical tests are used to determine differences,  X X X X [11] 
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is practical significance discussed? 
If drop outs differ from participants, are limitations  X  X X [11] 
to the results discussed? 
How are null findings interpreted? (I.e. has the possibility X X X X [10], [12] 
that the sample size is too small been considered?) 
Are important effects overlooked? X X X X [10] 
How do results compare with previous reports? X X X X [10] 
How do the results add to the literature? X X X X [12] 
What implications does the report have for practice? X X X X [10] 
Do the researchers explain the consequences of any X X X X [11] 
problems with the validity/reliability of their measures? 

 

Appendix B: Quality evaluation checklist for SE experiments proposed by Kampenes (2007) 

Table 9: Quality evaluation checklist for SE experiments proposed by Kampenes (2007) 

  Extent of reporting. Number of experiments 
  ---------------------------------------------------- 
Information attributes Variables N Total % 

Subjects Sample size 113 113 100 
 Mortality rate  24  113  21.2 
 Type (student/professionals)  112  113  99.1 
 Recruitment (Voluntarily/mandatory)  41  113  36.3 
 Some kind of background information  99  113  87.6 
 - Programming experience  37  113  32.7 
 - Work experience  24  113  21.2 
 - Task related experience  80  113  70.8 
 - Grades  6  113  5.3 
Experimental setting Task  113  113  100.0 
 Duration  69  113  61.1 
 Application system  101  113  89.4 
 Size of materials  67  113  59.3 
 Location  40  113  35.4 
 The use of tools  62  113  54.9 
Design and analysis Well-defined population  1  113  0.9 
 Statistical power  1  92  1.1 
 Effect size *  27  92  29.3 
 Information available for estimation of at least 64  92  69.6 
 one effect size   
 Assignment procedure (randomized or quasi)  86  113  76.1 
 Randomization method  3  66  4.5 
Validity/limitations Discussion of internal validity  71  113  62.8 
 Threats to internal validity  26  113  23.0 
 Discussion of external validity  78  113  69.0 
 Discussing of statistical conclusion validity†  5  99  5.1 
 Discussion of construct validity†  12  113  10.6 

Note: Which experiments and articles that are included in these assessments is described in Appendix A; * Extent of reporting refers 

to the number of experiments with at least one effect size reported; † The number of experiments that discuss statistical conclusion 

validity and/or construct validity is based on the explicit use of these terms. The reporting of these types of validity needs to be 

investigated more thoroughly in future work. 

 

Appendix C: Quality evaluation checklist for SE experiments proposed by Kitchenham et al. 

(2010) 

Table 10: Quality evaluation checklist for SE experiments proposed by Kitchenham et al. (2010) 

# Question Things to consider 

Category: Questions on Aims 
1. Do the authors clearly state Do the authors state research questions, e.g., related to time-to-market, cost, product quality, 

the aims of the research? process quality, developer productivity and developer skills? 
  Do the authors state hypotheses and their underlying theories? 

Category: Questions on Design, Data Collection and Data Analysis 

2. Do the authors describe the Do the authors explain how experimental units were defined and selected? 
sample and experimental Do the authors state to what degree the experimental units are representative? 

units (=experimental Do the authors explain why the experimental units they selected were the most appropriate for 
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materials and participants as providing insight into the type of knowledge sought by the experiment? 
individuals or teams)? Do the authors report the sample size? 
3. Do the authors describe the Do the authors clearly describe the chosen design (blocking, within or between subject design,  

design of the experiment? do treatments have levels)? 

  Do the authors define/describe all treatments and all controls? 
4. Do the authors describe the Are all measures clearly defined (e.g., scale, unit, counting rules)? 

data collection procedures Is the form of the data clear (e.g., tape recording, video material, notes, etc.)? 

and define the measures? Are quality control methods used to ensure consistency, completeness and accuracy of collected data? 
  Do the authors report drop-outs? 

5. Do the authors define the data Do authors justify their choice/describe the procedures/provide references to descriptions of the procedures? 

analysis procedures? Do the authors report significance levels and effect sizes? 
  If outliers are mentioned and excluded from the analysis, is this justified? 

  Do the authors report or give references to raw data and/or descriptive statistics? 

6. Do the authors discuss Were the authors the developers of some or all of the treatments? If yes, do the authors discuss 
potential experimenter bias? the implications anywhere in the paper? (If the authors developed the treatments (or parts of 

  them) without discussing the implications, the answer to question 6 is “not at all”.) 

  Was there random allocation to treatments? 
  Was training and conduct equivalent for all treatment groups? 

  Was there allocation concealment, i.e., did the researchers know to what treatment each subject was assigned? 

7. Do the authors discuss the Do the authors discuss external validity with respect to subjects, materials and tasks? 
limitations of their study? If the study was a quasi-experiment, do the authors discuss the design components that were used 

  to address any study weaknesses? 

  If the study used novel measures, is the construct validity of the measures discussed? 
Category: Questions on Study Outcome  

8. Do the authors state the Do the authors present results clearly? 

findings clearly? Do the authors present conclusions clearly? 
  Are the conclusions warranted by the results and are the connections between the results and 

  conclusions presented clearly? 

  Do the authors discuss their conclusions in relation to the original research questions? 
  Are limitations of the study discussed explicitly? 

9. Is there evidence that the Do the authors discuss whether or how the findings can be transferred to other populations, or 

E/QE can be used by other consider other ways in which the research can be used? 

researchers / practitioners? To what extent do authors interpret results in the context of other studies / the existing body of knowledge? 

 

Appendix D: Quality scale to evaluate for SE experiments proposed by Dieste et al. (2011) 

Table 11: Quality scale to evaluate for SE experiments proposed by Dieste et al. (2011) 

Dimension Question Recommendation 

Experimental Does the introduction contain the In experiments evaluating techniques developed in industry, experimenters 

Context industrial context (entities, attributes and should understand how the technique works in the industrial setting before 

 measures) and description of the developing a version of the technique for experimental purposes. This is due 

 techniques to be reviewed? For to the fact that techniques developed in industrial settings are highly complex, 
 experiments that evaluate techniques and such complexity is difficult to reproduce in academia. 

 developed in industry. (Q1) The treatments that are tested in an experiment must be well defined in the 

  report for the experiment to be able to be replicated or simply for the results to 
  be able to be transferred to industry. 

 Does the report summarize and discuss Describing earlier research that is similar to this study and how they are 

 earlier similar experiments that have been related can help to build an integrated body of knowledge about a 
 conducted? (Q2) phenomenon in SE. 

 Are the hypotheses being laid and are they Specific hypotheses that are being tested in the study should be clearly 

 synonymous with the goal discussed established beforehand based on a theory. 
 before in introduction? (Q3) 

Experimental Does the researcher define the population It is necessary to define the population from which the subjects and objects 

Design from which objects and subjects are have been extracted to be able to extract inferences from the experimental 
 drawn? (Q4) results. 

 Does the researcher define the process by The subjects and objects should be allocated to the treatments in an unbiased 

 which he applies the treatment to objects manner so as not to compromise the experiment. 

 and subjects (e.g. randomization)? (Q6) 

 Was randomization used for selecting the The subjects and objects should be representative of the population to be able 

 population and applying the treatment? to extract conclusions from the experimental results. 
 (Q7) 

 Does the researcher define the process  

 from which the objects and subjects are 
 selected (e.g. random sampling)? (Q5) 

 Is an appropriate blinding procedure used A double-blinding procedure, as run in medicine, is not possible in SE 
 (e.g. blind allocation of materials, blind experiments, but other types of blinding are; these types of blinding can be 

 marking)? (Q10) applied to the allocation of materials, marking and analysis. 

Analysis Is an appropriate blinding procedure used The information on treatments should be somehow encoded to prevent 
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 (e.g. blind allocation of materials, blind analysts from knowing the treatment to which it corresponds and being able to 
 marking)? (Q10) introduce bias into the results of the analysis. 
Presentation Are the statistical significances mentioned The experiment should report the quantitative data including the effect size 

of results with the results. (Q9) and the confidence limits. 

Interpretation  Is mention made of the threats to validity Experimenters should discuss the limits of the study, at least threats related to 

of results and also how these threats affect the internal and external validity. 

 results and findings? (Q8) 

 

Appendix E: Selected primary studies 

Table 12: Selected Primary Studies 

    Publication Publication 
ID Title Author(s) Year Type Venue 

S1 A Comparative Analysis of Two Colanzi and Vergilio (2014a) 2014 Conference ICTAI 
 Multi-objective Evolutionary Algorithms  
 in Product Line Architecture Design 
 Optimization 
S2  A Comparison of Product-based, Featurebased, Kolesnikov et al. (2014) 2014 Conference GPCE 
 and Family-based Type Checking  
S3 A Cover-based Approach for Configuration Barreiros and Moreira (2014) 2014 Conference SPLC 
 Repair  
S4 A feature-driven crossover operator for Colanzi and Vergilio (2016) 2016 Journal JSS 
 multi-objective and evolutionary 
 optimization of product line architectures 
S5 A Feature-Driven Crossover Operator Colanzi and Vergilio (2014b) 2014 Conference COMPSAC 
 for Product Line Architecture Design 
 Optimization 
S6 A genetic algorithm for optimized Guo et al. (2011) 2011 Journal JSS 
 feature selection with resource 
 constraints in software product lines 
S7 A hybrid approach to suggest software Santos Neto et al. (2016) 2016 Journal Applied Soft 
 product line portfolios     Computing 
S8 A mixed-method approach for the Thurimella and BruGge (2013) 2013 Journal JSS 
 empirical evaluation of the issuebased 
 variability modeling 
S9 A performance comparison of Pohl et al. (2011) 2011 Conference ASE 
 contemporary algorithmic approaches 
 for automated analysis operations on 

 feature models 
S10 A preliminary experimental study on Shi et al. (2010) 2010 Conference PIC 
 optimal feature selection for product 
 derivation using knapsack approximation 
S11 A Preliminary Study on the Effects of Machado et al. (2012) 2012 Conference ESELAW 
 Working with a Testing Process in 
 Software Product Line Projects 
S12 A Regression Testing Approach for Silveira Neto et al. (2010) 2010 Conference SBCARS 
 Software Product Lines Architectures  
S13 A Scalable Approach to Exact Model Fernandez-Amoros et al. (2014) 2014 Journal IEEE Transactions 
 and Commonality Counting for    on Software 
 Extended Feature Models    Engineering 
S14 A Set of Inspection Techniques on Cunha et al. (2012) 2012 Conference SEKE 
 Software Product Line Models  
S15 A software cost estimation model for Lamine et al. (2005) 2005 Conference SERA 

 a product line engineering approach: 
 supporting tool and UML modeling 
S16 A software product lines system test case Neto et al. (2012) 2012 Conference IRI 
 tool and its initial evaluation  

S17 A Systems Approach to Product Line Niu et al. (2014) 2014 Journal IEEE Systems 
 Requirements Reuse     Journal 
S18 A Toolset for Checking SPL Refinements Ferreira et al. (2014)  2014 Journal JUCS 
S19 A use case textual description for context Santos et al. (2013) 2013 Journal CAiSE 
 aware SPL based on a controlled 
 experiment 
S20 Actor in multi product line Rahmat et al. (2016) 2016 Conference IMCOM 
S21 Adoption of software product line to a Oliveira et al. (2015) 2015 Conference SEKE 
 voice user interface environment  
S22 An Algorithm for Generating T-wise Johansen et al. (2012) 2012 Conference SPLC 
 Covering Arrays from Large Feature 

 Models 
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S23 An approach for feature modeling of Fernandes et al. (2011) 2011 Journal JUCS 
 context-aware software product line  
S24 An Approach to Analyzing Commonality Lee et al. (2007) 2007 Conference SERA 
 and Variability of Features using Ontology 
 in a Software Product Line Engineering 
S25 An approach to software artefact Jirapanthong (2008) 2008 Conference SERP 
 specification for supporting product 
 line systems 
S26 An assessment of search-based techniques Lopez-Herrejon et al. (2015) 2015 Journal JSS 
 for reverse engineering feature models  
S27 An evolutionary methodology for optimized LiZhang (2014) 2014 Conference SEKE 

 feature selection in software product lines 

S28 An experimental study on requirements Neiva et al. (2009) 2009 Conference SEAA 
 engineering for software product lines  

S29 An experimental study to evaluate a SPL Silveira Neto et al. (2012) 2012 Conference IRI 

 architecture regression testing approach  
S30 An Ontology-Based Product Architecture Duran-Limon et al. (2015) 2015 Journal IEEE Transactions on 

 Derivation Approach     Software Engineering 

S31 Analyzing the effectiveness of a system testing Neto et al. (2013) 2013 Conference SEKE 

 tool for software product line engineering 

S32 Applying multiobjective evolutionary Pascual et al. (2015) 2015 Journal JSS 
 algorithms to dynamic software product 

 lines for reconfiguring mobile applications 

S33 Architectural evolution of FamiWare using Gamez and Fuentes (2013) 2013 Journal IST 
 cardinality-based feature models  

S34 ArchSPL-MDD: An ADL-Based Model-Driven Medeiros et al. (2015) 2015 Conference SBCARS 

 Strategy for Automatic Variability Management 
S35 Assessing Software Product Line Testing Via Henard et al. (2013a) 2013 Conference ICSTW 

 Model-Based Mutation: An Application to 

 Similarity Testing 
S36 Assessing the maintainability of software Bagheri and Gasevic (2011) 2011 Journal Software Quality 

 product line feature models using structural    Journal 

 metrics 
S37 Assessment of the Design Modularity and Nunes et al. (2009) 2009 Journal JUCS 
 Stability of Multi-Agent System Product 
 Lines 
S38 Automated diagnosis of feature model White et al. (2010) 2010 Journal JSS 
 configurations  
S39 Automated generation of computationally hard Segura et al. (2014) 2014 Journal Expert Systems 
 feature models using evolutionary algorithms    with Applications 
S40 Automated planning for feature model Soltani et al. (2012) 2012 Conference SPLC 
 configuration based on functional and 
 non-functional requirements 
S41 Automatic documentation of [Mined] Al-Msie’deen et al. (2014) 2014 Journal International Journal of 
 feature implementations from source    Software Engineering 
 code elements and use-case diagrams    and Knowledge 
 with the REVPLINE approach    Engineering 
S42 Automatically Checking Feature Model Gheyi et al. (2011) 2011 Journal JUCS 
 Refactorings 
S43 Automatically composing reusable software White et al. (2008) 2008 Journal JBCS 
 components for mobile devices 
S44 Automating Product-Line Variant White et al. (2007) 2007 Conference SPLC 
 Selection for Mobile Devices  
S45 Avoiding redundant testing in application Stricker et al. (2010) 2010 Conference SPLC 
 engineering  
S46 Behavioural Modelling and Verification Cordy et al. (2012) 2012 Conference SPLC 
 of Real-time Software Product Lines  
S47 Beyond Boolean product-line model Cordy et al. (2013) 2013 Conference ICSE 
 checking: Dealing with feature attributes 
 and multi-features 
S48 Bypassing the combinatorial explosion: Using Henard et al. (2014) 2014 Journal IEEE Transactions on 
 similarity to generate and prioritize t-wise test    Software Engineering 
 configurations for software product lines 
S49 Capturing product line information from John (2006) 2006 Book Software Product Lines: 
 legacy user documentation    Chapter Research Issues in 
     Engineering and 
     Management 
S50 Combinatorial Interaction Testing with Patel et al. (2013a) 2013 Conference ICSTW 
 Multi-perspective Feature Models 
S51 Combinatorial Test Generation for Yu et al. (2014) 2014 Conference HASE 
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 Software Product Lines Using 
 Minimum Invalid Tuples 
S52 Combinatorial Testing for Feature Calvagna et al. (2013) 2013 Conference ICSTW 
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