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Abstract: Computer-assisted image analysis can be employed to reduce the 

time consumed in the routine task such as cell counting. This study aimed 

to establish a method to perform this routine task based on an image 

analysis to automatically count live and dead cells after staining with trypan 

blue dye. Gray scale conversion and morphological operation were applied 

to the input images to enhance the image quality before image 

segmentation, then adaptive k-means clustering was applied to classify the 

groups of live and dead cells. Circular Hough transform and object 

labelling were carried out to identify the number of each cell type. The 

counting results from the proposed method were compared with the 

counting of three experts and the ImageJ software. The results showed that 

the proposed method had very high correlation with the results of the three 

experts in counting live cells (R
2
>0.95) and was better than the counting 

results achieved by ImageJ. The number of dead cells counted by our 

program was in good agreement with the experts’ counting (R
2
>0.64). In 

conclusion, this study suggests that using new image analysis program can 

be confidently substituted for a manual counting in routine cell counting. 
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Introduction  

Computer-assisted image analysis has been introduced 

in recent years in medical and biological research to make 

image-related work easier in both qualitative and 

quantitative ways (Merino et al.,2018; Kharghanian and 

Ahmadyfard, 2012; Poostchi et al., 2018). Cell counting is 

one of the routine tasks which is time-consuming and 

laborious. The accuracy of counting using conventional 

methods such as the standard Neubauer, Burker and 

Fuchs-Rosenthal chambers depends on the skill and 

experience of the professional or specialist who carries out 

the cell counting in the laboratory. A reliable image 

analysis method for counting cells would be advantageous 

and useful. Many algorithms have been developed for 

image analysis based on general and specific cell types. 

The image segmentation technique has been devised to 

extract cell-sized objects by separating the boundaries of 

the objects from the background (Wang et al., 2015; 

Ambühl et al., 2012). The effectiveness of cell 

segmentation relies on the contrast between the cells and 

the background and the quality of the image. There are 

many segmentation methods currently being used, 

such as segmentation by histogram thresholding, Otsu 

thresholding, global thresholding, the Hough 

transform and watershed transform algorithms and k-

means clustering. The circular Hough transform is a 

frequently used method for detecting circular objects in 

an image (Rizon et al., 2005; Meng et al., 2018). 

However, it often suffers from degradation in 

performance, especially in terms of speed, because of 

the large number of edges created by a complex 

background or texture. In the analysis of white blood 

cells, some of the current techniques used are gradient 

vector flow, the snake algorithm and Zack thresholding 

which can be used for segmenting the nuclei of cells 

(Sahastrabuddhe, 2016). 

Image post-processing includes feature extraction and 

morphological operations to identify objects and include 

erosion, dilation and morphological filtering. An opening 

operation is used to smoothen an image while a closing 
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operation fills gaps and holes of an image (Sandor and 

Leahy, 1997). Feature extraction identifies features 

that contain quantitative information about objects of 

interest. Shape features frequently used in biological images 

are geometric parameters like cell area, cell perimeter and 

the ratio of the nucleus to the overall cell area, the boundary 

of the nucleus and the circularity index (Sahastrabuddhe, 

2016). This image post-processing provides more specific 

data and enhances efficiency in cell detection. 

As mentioned, the quality of the digital image and the 
types of cells in the image are factors to be considered 
for image analysis and cell counting. Images of trypan 
blue-stained cells viewed through a microscope are 
usually counted and calculated for the densities of live 
and dead cells to assess the effectiveness of novel cancer 
drug treatments. However, the quality of images for 
trypan blue-stained cells varies depending on the setup 
of the microscope, the light source, the quality of the 
stained images and the experience of the personnel 
performing the related tasks. These factors consequently 
effect on the counting accuracy and the image processing 
techniques can help to improve the counting accuracy. 
Therefore, we felt that a combination of suitable pre-
processing, segmentation and post-processing techniques 
could enhance the efficiency of cell detection and cell 
counting for trypan blue-stained images. The aim of this 
work was to develop an algorithm to automatically count 
trypan blue-stained cells from light microscope images 
and to reliably distinguish between live and dead cells.  

Methodology 

Figure 1 shows the block diagram of the proposed 

method to count the trypan blue -stained cells from a 

light microscope image. The input image first 

underwent gray scale conversion and morphological 

reconstruction in the pre-processing step and then cell 

classification was conducted by the adaptive k-means 

clustering. Live and dead cells were counted after the 

post-processing step which employed a circular Hough 

transform and object labelling. 

Image Acquisition 

The data set of trypan blue stained-images was 

adopted from the cytotoxicity test of human breast 

cancer cell line.  In brief, the human breast cancer cell 

line (MDA-MB-231) was treated with an anticancer drug 

and trypan blue dye, exposed to trypsin/EDTA and then 

20 µL of the mixture was pipetted into a hemocytometer. 

The trypan blue stained images were captured using an 

inverted Olympus IX51 light microscope equipped with 

an Olympus DP72 digital camera with a 2/3 inch CCD. 

The images were obtained in a bright field using 

Olympus UPLanFL N 10×0.13 as a standard objective 

lens. An example of digital input image of trypan blue 

stained cells was shown in Fig. 2. The image was 

cropped to a 16-square grid. 

 

 
 

Fig. 1: Block diagram of the proposed method for trypan blue stained image 
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Fig. 2: Example of input image of trypan blue stained cells and cropped image for 16-square grid 
 

Pre-Processing 

Pre-processing of the images was conducted by 

converting the RGB image into a gray scale image. 

Conversion to gray scale image is necessary in order to 

handle the subsequent processes easier. RGB values are 

converted to grayscale values by forming a weighted 

sum of R, G and B components as in Equation (1): 
 

( ) 0.29 0.59 0.11
gray
f grayimage R G B= + +   (1) 

 
where, R, G and B are the red, green and blue 

components measured in pixels, respectively. 

Morphological concepts and methods have been 

proposed as constituting a powerful set of tools for 

extracting features from an image. Morphological 

techniques can be applied for image segmentation and 

can play a significant role in an algorithm for image 

information. Morphological opening, closing and erosion 

can be used to eliminate small objects and the consequent 

dilation tends to reconstruct the pattern of the objects that 

remain. These four operators can perform only on gray 

image or binary image with the following equations. 

Erosion of a digital f with a structuring element S: 
 

( ) ( )( ) ( ) min
s S

f x f x sε

∈

= +  (2) 

 
Dilation of a digital f with a structuring element S:  

 

( ) ( )( ) ( ) max
s S

f x f x sδ
∈

= +  (3) 

 
Opening: γ(f) = δ(ε(f)) (4) 

 

Closing: φ(f) = ε(δ(f)) (5) 

 

In this study, image extraction was performed from a 

stained image including both live and dead cells. Both 

the morphological opening operation and the 

reconstruction of the opening pixels by erosion were 

performed together at the beginning by applying a disk 

structuring element that could be any kind of shapes. For 

this study, the ‘disk’ shape structuring element was 

chosen because staining cells were assumed a circular 

shape and preserved the nature of circular object without 

losing pixel information of original image. Structuring 

element was set to pixels (radius= 15). However, the 

efficiency of this reconstruction depended on the shapes 

of cells and the radius of the structuring element.  

Generally, opening eliminates bright details smaller than 

the structuring element, while closing suppresses dark 

features smaller than the structuring element. Opening can 

be also used to compensate for non-uniform background 

illumination. By subtracting this background from the 

original image, it was possible to form an image of the live 

and dead cells with a reasonably smooth background.  

Cell Classification Using Adaptive k-Means 

Clustering 

In general, image classification is based on the 

identification of the k-element in the data set that could 

be used to create an initial representation of clusters. In 

this study, the value of the k-element was set to 3 to 

group the objects in the images and three clusters were 

identified, namely: (1) dead cells, (2) total cells and (3) 

live cells. These clusters were based on the gray scale 

intensity of each object. The difference between the gray 

scale intensity of two pixels is measured with Euclidean 

distance. The k-element was formed into clustering seeds 

and the remaining clustering seeds of the data set were 

assigned to one of the clusters. The live and dead cells in 

the stained image were extracted using the adaptive k-

means clustering algorithm. In this clustering algorithm, 

the Euclidean distance of two elements E1 = {E11, 

E12,…,E1n} and E2 = {E21, E22,…,E2n} is given 

by ( ) ( ) ( )
2 2 2

11 21 12 22 1 2
...

n n
E E E E E E− + − + + − . The 

distance between any two clusters is minimized as 

well as the two closest clusters identified. In this 

study, cluster-1 and cluster-3, live and dead cells, 

were chosen to be counted. 

Post-Processing 

The segmented image of the live cells (cluster-3) 

from the adaptive k-means was used as the input to the 

circular Hough transform process. The circular Hough 

 
Copy 
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transform has been identified as a particularly robust tool 

to detect the parametric curves in images. It achieves a 

voting process that matches image edge points into 

manifolds in an approximately defined parameter range. 

The circular Hough transform was applied in this study 

to locate the circular patterns within an image and to 

perform the counting label. A circular pattern is 

described by Equation (6): 

 

(xp-x0)
2
+(yp-y0)

2
 = r

2
               (6) 

 

where, x0 and y0 are the coordinates of the center and r is 

the radius of the circle. 

Labelling object was used to count cells from trypan 

blue-stained images. The counting of dead cells was 

accomplished by identifying the number of connected 

components in the segmented image from the adaptive k-

means clustering (cluster-1) and then the connected 

objects were counted in each segmented image. 

Accuracy Verification  

In this study, the counting results of the newly 

developed technique were compared with the results 

from an ImageJ assessment and three experts who counted 

the different cells in the images using the standard 

technique. Thirty-six trypan blue stained images were 

assessed in this way to evaluate the accuracy of our 

proposed technique. The CellContingMacro2 v1-01 plug-

in of ImageJ was employed to count the different cells. 

The accuracy of the cell counting results was determined 

as shown in Equation (7):  
 

( )% 100 Pr / 100Accuracy ogram Expert Expert= −  −  ×   (7) 

Linear correlation to compare the counting methods 

was performed to determine the relationship between the 

developed technique and the conventional method. 

Results and Discussion 

Thirty-six light-microscope trypan blue-stained 

images were obtained as RGB images and then they 

were converted to gray-scale images as shown in Fig. 3. 

The gray scale images were used as inputs to perform 

pre-processing image techniques with the opening and 

closing morphological operators. Then the reconstruction 

of the morphological operations was applied with a disk-

structuring element and the live and dead cells were 

reconstructed perfectly as shown in Fig. 4. It can be 

noticed that the cells in the image after pre-processing 

have greater contrast with the background and brightness, 

similar to the previous studies (Hassanpour et al., 2015; 

Sreedhar et al., 2012). It was also found that the 

morphological operations structuring element was able 

to eliminate erroneous pixels in the image, although 

another study has found that if either larger or smaller 

pixels are used in images, then the segmentation quality 

might be affected (Liew et al., 2010). 

Figure 5 illustrates the three clusters, dead cells, total 

cells and live cells, resulting from the adaptive k-means 

clustering. Some studies found that the adaptive k-means 

clustering required an accurate pre-processing process in 

order to obtain an accurate cell classification, but when 

this process was followed, the results were much better 

than standard k-means clustering (Moftah et al., 2014). 

Classification is improved through the application of 

adequate pre-processing steps such as gray-scale 

conversion and morphological operations to remove grid 

lines. In our study, using the circular Hough transform after 

segmentation from the adaptive k-means clustering, the live 

cells were detected and extracted from the dead cells and 

the background as shown in Fig. 6, in which it can be noted 

that the shape of the live cells is circular and they are also 

brighter than the dead cells, indicating that the circular 

Hough transform can detect live cells efficiently.

 

 
 

 
Fig. 3: Original (RGB) to gray-scale converted image 

Original image (RGB image) Gray scale image 
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Fig. 4: Morphological operations: image after (a) Opening operation (b) opening by reconstruction (c) opening-closing operation and 

(d) opening-closing reconstruction 
 

 
 
 

Fig. 5: Adaptive k-means clustering: (a) cluster-1 dead cells (b) cluster-2 total cells and (c) cluster-3 live cells 
 

 
 

Fig. 6: Example of cluster-3 image after circular Hough transform for live cell detection 

(a) 

 

  

 (a) (b) 

(c) (d) 

(b) (c) 
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Fig. 7: Example of cluster-1 image after labeling for dead cell detection 

 

 
 

Fig. 8: Comparison of counting procedures: (a) original image (b) manual counting (c) ImageJ counting and (d) our method 
 

In a study recently reported by Acharya and Kumar 

(2018), the circular Hough transform gave more accurate 

counting Results of Red Blood Cells (RBCs) than the 

labeling algorithm, which they believed was because of the 

circular shape of RBCs (Acharya and Kumar, 2018). The 

counting of the dead cells was accomplished by finding the 

number of connected components in the segmented image 

of the adaptive k-means clustering (cluster-1), as presented 

in Fig. 7. However, there remain many challenges in 

accurately identifying dead cells due to their irregular 

shape, variable sizes and poor contrast to the background. 

In this study, the proposed method was compared 

with the open source program ImageJ and the manual 

counting by three experts. It was found that ImageJ 

could not distinguish live and dead cells accurately 

from the original image, as shown in Fig. 8.

 (a) 

 
(b) (c) (d) 
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(a) 
 

 
 
 
 

(b) 
 

 
 
 
 

(c) 
 

Fig. 9: Accuracy verification: (a)-(c) linear correlation of our method and three experts for live cell counting 
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(a) 
 

 
 

 
(b) 

 

 
 

 
(c) 

 
Fig. 10: Accuracy verification: (a)-(c) linear correlation of ImageJ and three experts for live cell counting 
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(a) 

 

 
 

 
(b) 

 

 
 
 

(c) 

 

Fig. 11: Accuracy verification: (a)-(c) linear correlation of proposed method and three experts for dead cell counting 
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The study found that the counting of live cells by the 

proposed method consistently fit a regression line with 

very high coefficient of determination (R
2
>0.95), when 

using the counts conducted by the three experts as the 

'gold standard’ as shown in Fig. 9. On the other hand, the 

live cell counting results of ImageJ had a lower 

coefficient of determination (R
2
<0.85) when compared 

with the three experts, as shown in Fig. 10. Therefore, 

these results suggest that the counting of live cells from 

the proposed method can reasonably be accepted as as 

accurate as counting by experienced human workers. 

The average coefficient of determination for the results 

of counting dead cells between our method and the 

three experts was also quite good (R
2
>0.64) as shown in 

Fig. 11, while ImageJ had much lower success rate to 

detect dead cells as the cell counter plug-in was not 

able to distinguish dead cells from live cells and the 

background in the trypan blue-stained cell images. 

However, our findings do not mean ImageJ is not 

suitable for cell counting, as other studies have reported 

on the effectiveness of ImageJ in cell counting 

(Grishagin, 2015; Choudhry, 2016). From this 

difference, we suggest that the counting accuracy of 

ImageJ depends on the cell types and cell preparation 

process prior to image acquisition.  

The development of the image analysis assisted 
system for cell counting can provide more specific cell 
type comparisons, at less expensive cost, compared to 
currently available commercial counting software. 
Furthermore, our proposed method took 53 sec per 
4140×3096 pixels image on the average while the 
counting time from each expert varied from 36 sec to 81 
sec. To achieve higher counting reliability for routine 
trypan blue-stained cells counting tasks, there are several 
concerns related to the quality of input images, features 
of cell and pre- and post-processing techniques for 
further development (Putzu et al., 2014; Seyyedyazdi 
and Hassanpour, 2018). Moreover, a more user-friendly 
interface should be developed to facilitate the process.   

Conclusion 

We proposed a digital image processing method for 
the automatic cell counting of live and dead cells from 
light microscope-obtained trypan blue-stained cell 
images. Our results indicated that the proposed cell 
counting method is able to efficiently count the live and 
dead cells presented in a trypan blue-stained image with 
high correlation to the experts’ counting. This proposed 
method removed hemocytometer grid lines which can 
cause difficulties in segmentation process. Adaptive k-
means clustering classified live and dead cells from a 
gray scale image as cluster-1 and cluster-3 respectively. 
At the final stage, a circular Hough transform and an 
object labelling were applied to detect and count live and 
dead cells. The counting results could be reported in a 
tabular format for later use. Furthermore, our proposed 

method is less time consumption, user-friendly and 
suitable for users who may not have a deep knowledge 
of image processing. Finally, to increase the level of 
accuracy, it is highly recommended to emphasize on 
image segmentation for the classification of the live and 
dead cells from the images. 
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