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Abstract: In the past few years, Machine Learning (ML) methods have 

acquired extensive attention from researchers and even criminology 

practitioners for their potential in crime prediction and crime forecast. To 

date, many research studies have already been performed on crime 

prediction using machine learning techniques. Some common methods 

that have been used include KNNs, Decision trees, Naïve Bayes, and 

random forest, among others. In this research study, a comparative 

analysis of 51 research studies has been performed. The results indicate 

that the supervised learning approach is the most commonly used by 

researchers. In addition, random forest was the most commonly used 

method. In various studies, almost all proposed models and methods 

produced accurate results and outcomes with the exception of one study. 

In the future, it is critical to evaluate these ML based algorithms in a real-

world situation and identify which situations or factors affect their 

accuracy. At the same time, it is also necessary to identify and evaluate 

which techniques can be used to improve the accuracy of each machine 

learning method and which algorithm or method might prove to be the 

best choice for police departments to use for predicting crime. 

 

Keywords: Machine Learning, Crime Prediction, Crime Forecast, Crime 
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Introduction  

Generally, crimes are rather common social issues, 

influencing a country's reputation, economic growth, 

and quality of life. They are perhaps a prime factor in 

influencing several critical decisions in a person's life, 

such as avoiding dangerous areas, visiting at the right 

time, and moving to a new place (ToppiReddy et al., 

2018). Crimes define and affect the impact and 

reputation of a community while placing a rather large 

financial burden on a country due to the need for courts 

and additional police forces (Saraiva et al., 2022). With 

an increase in crimes, there is an increased need to 

reduce them systematically. In recent times, there has 

been a record increase in crime rates throughout the 

world. It is possible to reduce these figures by 

analyzing and predicting crime occurrences. In such a 

situation, preventive measures can be taken quickly 

(ToppiReddy et al., 2018).  

Crime forecasting in real-time is capable of helping 

save lives and prevent crimes, gradually decreasing the 

crime rate (Wang et al., 2019). With a comprehensive 

crime data analysis and modern techniques, crimes can 

be predicted and support can be deployed without 

delay. Machine learning has acquired significant 

attention in the past few years due to its potential and 

implications (Wang et al., 2020). It has begun to be 

tested even in forecasting and predicting crime rates 

and previous studies have attested to its potential. In 

this study, a comparative analysis is carried out of 

previous studies on crime prediction through machine 

learning to identify the current techniques and schemes 

being used for crime predictions. 

Machine Learning 

For most people, ML or machine learning is still a 

rather unexplored and mysterious field that appears 

difficult and complicated to explain. However, it has 

become very important in almost every field in just a 

few years. Regardless, it is quite a multidisciplinary 

field, dealing mainly with mathematics and 

programming, specifically density functions and 
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probability. Furthermore, it has multiple applications in 

various fields, including crime detection (Prathap, 2023). 

In order to work, machine learning generally applies three 

prime components including loss, data, and model. 

Meanwhile, different ML methods implement and use 

“trial and error” as a working principle. These methods 

consistently refine and validate a model based on a loss, 

which is incurred by its predictions about a specific 

occurrence or phenomenon as demonstrated by Fig. 1 

(Ippolito and Lozano, 2020).  

ML algorithms often learn data as they acquire 

experience through the adjustment of their parameters 

based on data patterns, characteristics, and features to 

obtain and acquire an optimal performance measure 

(Ippolito and Lozano 2020). In machine learning, a 

usual task is associated with classification. Algorithms 

that specialize in it need to specify and determine 

which category some data belongs to. Classification 

can be unsupervised or supervised. Meanwhile, for 

classification, performance measures can be based on 

several values, including true negatives, false 

negatives, false positives, and true positives (Ippolito 

and Lozano, 2020).  

Neural Networks 

Fundamentally, neural networks are different models 

represented generally by interconnected nodes. Usually, 

these networks solve different types of classification 

problems. The neural network receives data features and 

values before calculating weights for features (Ippolito 

and Lozano, 2020). The underlying goal here is to reduce 

the error between the actual classification and forecasted 

classification. In addition, these weights are primarily 

adjusted to random values. Thus, in the sequence, these 

weights are adjusted by an iterative process, which helps 

minimize errors (Wu et al., 2022). 

Naïve Bayes  

Naïve Bayes (NB) is used for classification as a 

probabilistic algorithm and assumes independence among 

different features. It is based mainly on different 

conditional probabilities and its use for classification 

allows for probability calculation of classification in a 

class of data (Kshatri et al., 2021). 

Decision Trees 

Decision Trees are recognized as models based on 

structure for classification and are represented or 

shown as hierarchies that create trees in which nodes 

represent data features. Possible values are represented 

by arcs that come from a specific node (William et al., 

2023). Moving down to the hierarchy’s lowest level 

represents leaves, which indicates possible 

classifications of different data elements. In a decision 

tree, the starting node corresponds to the feature of the 

data that partitions different elements of the data into 

homogeneous groups. 

Ensemble Learning 

Ensemble Learning tends to combine the outcomes 

of different algorithms to yield better performance than 

the ones offered by the individual application of its 

different algorithms. Simple fusion methods are the 

most commonly used techniques for the combination of 

different classifiers. Furthermore, these methods tend 

to combine outcomes of different classifiers and if 

output is offered by probabilities, the last or final 

classification is measured by identifying the median, 

average, or maximum probability of all the given 

classifiers (Ippolito and Lozano, 2020).  

Random Forests 

Random Forests (RF) are primarily based on the 

development of different decision trees and these trees 

are combined in such a manner that a random forest 

represents an ensemble of different decision trees. For 

each tree, a training set of various or multiple data 

elements is randomly drawn (Alves et al., 2018). These 

sets are used for growing each tree without pruning. For 

the minimization of errors, it is essential for trees to be 

the least similar.  

Logistic Regression 

Logistic regression is fundamentally an algorithm 

of classification and tends to classify data elements in 

at least two classes in its basic form. A logistic function 

is used by it, which is based on an NL or natural 

logarithm. Weights are fit by logistic regression to 

different data features, which minimizes the error 

between the true and predicted class (Ippolito and 

Lozano, 2020). 

 

 
 
Fig. 1: General schematic of a machine-learning model 



Abdulrahman Alsubayhin et al. / Journal of Computer Science 2023, 19 (9): 1170.1179 

DOI: 10.3844/jcssp.2023.1170.1179 

 

1172 

Crime Prediction 

The literature on criminology studies the association 

between different features and crime to develop 

approaches and methods for crime prediction and 

forecasting. Most works tend to focus on the identification 

of hotspots, areas where a high probability of crime exists 

(Gupta et al., 2022). Some common methods include 

kernel density estimation, thematic mapping, and spatial 

and temporal analysis of crime. Meanwhile, in the case of 

techniques based on ML, ensemble learning, logistic 

regression, random forests, and deep learning are most 

often used (Azeez and Aravindhar, 2015). In some 

studies, these techniques are combined to acquire better 

accuracy and deliver more precise outcomes. 

Some governments use ML-based frameworks for 

predicting crime. For example, police in Venice use ML for 

the prediction of crimes such as shootings and robberies. 

The IRS or Internal Revenue Service of the US uses ML to 

detect and identify pre-refund fraud and identity theft in the 

tax system (Aziz et al., 2022). Italian Police also use ML to 

predict crime rates in different cities to prevent them and 

ensure that minimal damage is caused. Crime prediction is 

carried out to ensure the security and safety of citizens and 

several studies have indicated the use of multivariate time 

series, Artificial Neural Networks (ANNs), fuzzy theory, and 

SVM for crime predictions (Ippolito and Lozano, 2020).  

We present a comparative analysis of multiple existing 

studies on machine learning techniques for the prediction 

of crime to identify which methods tend to yield optimal 

accuracy. In the following section, a framework for the 

research and identification of previous studies has been 

outlined, presented, and discussed. 

Materials and Methods 

The current study is based on a qualitative research 

design and performs a comparative analysis of credible 

research studies on the use of machine learning for the 

prediction of crime through a detailed review of studies. 

Secondary methods in the form of a literature review 

have been used to acquire sufficient and relevant 

information about the topic to perform the study. 

Search Strategy 

In order to evaluate and review existing studies, a 

detailed search strategy was created and used. Several 

databases were used for searching and identifying 

relevant studies, such as Google Scholar, Scopus, 

ResearchGate, and IEEE Xplore. In these databases, 

different terms such as “Machine Learning and Crime 

Prediction,” “Crime Prediction using Machine Learning 

Methods,” and “Crime Forecasting and Machine 

Learning” were used to acquire a large number of studies.  

 
 
Fig. 2: Schematic of the search strategy and 

inclusion/exclusion of studies 
 

Inclusion Criteria 

To be included in the study, it was essential for the 

research study to be published in English, be credible and 

peer-reviewed, relevant, and indicate adequate outcomes. 

Studies needed to focus on machine learning-based 

methods for predicting and forecasting crimes. In 

addition, it was also necessary for research studies to be 

performed in the last few years (Fig. 2). 

Exclusion Criteria 

All those research studies that did not meet the 

criterion identified above were excluded. For example, all 

research studies that were not in English or did not study 

machine learning methods and frameworks for predicting 

crime were excluded.  

Results  

In this research, a comparative analysis of 50 research 
studies on crime prediction with the use of machine 
learning algorithms has been considered (Table 1). Out of 

all the studies, 6 research studies considered and used SVM 
for the prediction of crime. Meanwhile, 12 research studies 
used the KNN or K-Nearest algorithm to predict and 
forecast crime using large datasets. 13 research studies 
relied on Random Forest to analyze data and predict crime 
using it. 8 research studies relied on and considered using 

decision trees to predict and forecast crime using historical 
data. 10 research studies considered and used Naïve Bayes 
to predict and forecast crime in multiple locations.  

The supervised learning method has been 
considered in almost all research studies. Few to no 
studies were encountered during this comparison that 

actually used an unsupervised learning method for the 
prediction of crime through ML algorithms. Some 
important themes have been identified upon the 
analysis of research studies and their comparison.  

Database Search: 118 Scholar: 23

Scopus: 45

ResearchGate: 29

IEEE Xplore: 21

After Duplicate 

Removal: 106

Screened: 106

Studies Included: 50

Excluded: 56

Reasons:

-Wrong Outcomes

-Duplicate Results

-Bias

-Foreign Language

-Inadequate Outcomes



Abdulrahman Alsubayhin et al. / Journal of Computer Science 2023, 19 (9): 1170.1179 

DOI: 10.3844/jcssp.2023.1170.1179 

 

1173 

Table 1: Comparative analysis  

No. Methods Results Reference 

[1] A literature review is carried out to identify  Artificial intelligence and multiple ML-based methods Grover et al. (2006) 

 and evaluate various crime prediction techniques  such as SVM and random forests are used 

 and methods    

[2] A dynamic prediction model is proposed The proposed model is capable of predicting the area  Liao et al. (2010) 

 basis of the Bayesian learning method where the next crime might happen or occur  

[3] The study uses two different classification algorithms  The results of the study indicate that the decision  Iqbal et al. (2013) 

 including Decision Tree and Naïve Bayesian for the  Tree algorithms tend to outperform Naïve Bayesian  

 prediction of crime categories for various  algorithms with an accuracy of 83% in the prediction 

 US-based states of crime categories for various states of the US  

[4] A literature review is performed and a comparative Fuzzy time series and multivariate time series Dubey and Chaturvedi  

 analysis of various data mining techniques is  Clustering identified to perform better than others (2014) 

 performed   

[5] Real crime data sets are used from the 1990 US  The calculation of Naïve Bayes outperformed Babakura et al. (2014) 

 census and Back Propagation and Naïve Bayesian  calculation of BP and acquired an accuracy   

 algorithms are compared for the crime category  of 90% for the first group and around 94.08%  

  For the second group  

[6] WEKA as a data mining software is used for  Upon comparison, it was identified that the linear McClendon and  

 performing a comparative study. Decision Stump,  regression algorithm performed effectively against Meghanathan (2015) 

 Additive Regression and Linear Regression algorithms are the three selected or identified algorithms. 

 have been implemented using a finite set of features It was the most accurate in the analysis 

 the Crime Dataset offered by the University  and prediction of crime data 

 of California-Irvine repository   

[7] The authors rely on a graph database model that is based on deep  The hybrid prediction algorithm is capable of predicting Azeez and  

 Learning the component of the graph loader loads graphs on the  crime with an accuracy of 93% but it has a limitation Aravindhar (2015) 

 graph data store for the analysis of graphs associated with the management of a large amount of data  

[8] Three area-specific and two global models have been used for Area-specific models are capable of exhibiting higher  Al Boni and Gerber  

 the prediction of crime accuracy and precision as compared to global models (2016) 

[9] Crime forecasting is performed for PPB or Portland Police  For two different datasets, different results were achieved. Nguyen et al. (2017) 

 Bureau and multiple ML algorithms are used for the data  For the first dataset, gradient-boosting machines and  

 including neural networks, gradient boosting machines,  and random forests were more accurate. On the second database, 

 RF and SVM or support vector machine neural networks and SVM were better  

[10] A comprehensive review is performed to determine  Multivariate time series, SVM, ANN, and random Shamsuddin et al.  

 different ML-based techniques for predicting crimes forests are the prime methods that have been  (2017) 

  commonly used for carrying out studies  

[11] A feature-level data fusion method is proposed with Experimental performance outcomes indicate that the Kang and Kang (2017)  

 environmental context on the basis of a DNN or deep neural  trained DNN is quite precise and accurate in the prediction 

 network. The dataset itself involves data, which is of crime occurrence than other models of prediction. 

 acquired from different online databases in Chicago. An accuracy of around 84.25% is achieved and a precision 

 The DNN is configured with four layers including the joint feature  of around 74.35% is obtained 

 representation, environmental, temporal, and spatial layers      

[12] A survey of unsupervised and supervised learning techniques  Each technique has its own specific drawbacks and benefits to be more David and Suruliandi  

 that have been used for crime identification Supervised learning methods are identified precise than others (2017)   

[13] A survey of techniques and methods for the prediction  Various techniques under the supervised ML approach Prabakaran and Mitra  

 of crime is performed are often considered and used for predicting various types  (2018) 

  of crimes such as traffic violations and crimes against people  

[14] Machine learning algorithms and visualization techniques  The proposed framework is capable of showing ToppiReddy et al.  

 such as Google Maps and GoogleVis are used. KNNs were  probabilities of crimes such as robbery and drugs  (2018) 

 used for the extraction of knowledge from datasets  among others in different areas  

[15] A random forest regressor is used for the prediction of crime  The authors identify that the proposed model delivers Alves et al. (2018) 

 and quantification of the influence of different urban indicators  with 97% accuracy the model also indicates that 

 on homicides, homicides are associated closely with variables  

  like illiteracy and unemployment  

[16] Crime data from Vancouver is acquired and analyzed  For the crime data of 15 years, KNN and boosted Kim et al. (2018) 

 using two different approaches to data processing including decision trees are considered and used. The accuracy of 

 the boosted decision tree and KNN crime prediction for the used algorithms is identified to 

  be 39-44%  

[17] The crime dataset is acquired from Caggle and KNN  The model is capable of producing an accuracy of 0.97 Shermila et al.  

 and Multi-linear regression is used in ML-based techniques for relationships, 0.96 for perpetrator sex and 0.60 (2018) 

   for perpetrator age   

[18] Deep neural networks are used for making predictions using  Using deep neural networks, The authors were Stec and Klabjan  

 Portland and Chicago crime data. The crime counts are  able to acquire accuracy levels of around 65.3 and (2018) 

 segregated into ten bins. Feed Forward Network, 75.6% for Portland and Chicago respectively. The results  

 Convolutional Network, Recurrent Network and indicate the efficiency and effectiveness of neural 

 Recurrent Convolutional Networks are used networks for crime prediction   

[19] Human mobility data is used for crafting different features  Spatio-temporal and spatial features enhance the baseline Kadar and Pletikosa  

 for crime prediction. Boosting and average ensemble techniques models that rely on POI data and census data.  (2018) 

 are used for studying crime data The proposed models achieve R2 absolute metrics of 89%  

  on a temporal test set and 65% geographical set  

[20] The proposed system is implemented using VGGNet-19,  The proposed model is able to detect crimes by  Navalgund and  

 a pre-trained deep-learning model. To further improve it,  identifying knives and guns in hands in less computation Priyadharshini (2018)  

 RCNN and Fast RCNN were used time than the model of GoogleNet inception V3   

[21] A survey of different ML-based techniques for the prediction  KNN, Naïve Bayes, and KNNs are used primarily for Almaw and Kadam  

 of crime data is performed and carried out the analysis and forecast of crimes using input data (2018) 

[22] Two deep neural network structures are considered including  The methods used by the authors offer crime Wang et al. (2019) 

 the adapted form and the second one excludes convolution.  forecasting for every grid cell at an hourly temporal  

 The method is implemented using Kera on top of the Theano  scale and the predictions themselves are accurate 
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Table 1: Continue 

 application. Tests were run on crime data for the last six  

 months of 2015  

 [23] Deep Neural Networks are used for making predictions  The authors determine that DNNs can definitely help Chun et al. (2019) 

 based on the history of arrest bookings. Data modeling  predicts criminal behavior and the data pooling method 

 based on Dynamic-Window is considered and used as well performs better than all others for multiple class crime predictions  

[24] A systematic literature review is performed to identify the  13 studies that were found to use supervised learning techniques Adesola et al. (2019) 

 use of data mining for predicting crimes. 42 studies were  and 11 were identified to use the applied clustering approach 

 included in the process for the prediction of crime  

[25] The feature matrix is created on the basis of SNA metrics The TDRL-CNA link prediction model is capable Lim et al. (2019)  

 including walk-based indices or Katz-based indices and identifying and predicting links effectively and the 

 common neighbor. DNN and SNA neural networks are  proposed model exhibits a higher accuracy than the 

 used for the model baseline DRL-CAN model  

[26] CNN is used for the extraction of semantic and spatial  The ResNet50+LSTM-based model was identified Rajapakshe et al.  

 features. LSTM is used for the extraction of temporal features  to achieve and exhibits better accuracy than other models  (2019) 

 and deep learning architectures including ResNet-50, Inception  in predicting crimes 

 V3 and VGG16 are used   

[27] Data mining methods are used for the analysis of data and  Decision trees tend to exhibit better accuracy than others Llaha (2020)  

 the prediction of crimes based on it. Some important  ML methods and data mining methods are capable of  

 classifiers used include recall and accuracy, the number of contributing to better predictions and forecasts 

  correct classifications, and precision   

[28] A dataset is extracted from CLEAR and both Naïve Bayes  The comparison of the two algorithms indicates that Aldossari et al. (2020)  

 and Decision Trees are used Decision trees performed and exhibited better outcomes  

  than the Naïve Bayes algorithm  

[29] A supervised learning technique is used for the prediction The proposed framework acquired a low predictive Hossain et al. (2020)  

 of crimes and the proposed system performs a prediction accuracy of 31.71% for unequally distributed classes 

 through the analysis of data. The system has two main  frequencies After remodeling the data, random forests  

 algorithms including the k-nearest algorithm and decision  gained an accuracy of 99.16% as compared to the accuracy   

 trees. Meanwhile, the RF algorithm and Adaboost are used for  68.03%of over methods 

 increasing predictive accuracy     

[30] A dataset is acquired from the San Francisco Police  Upon the comparison of results delivered by different Yadav et al. (2020) 

 Department for the analysis of data and crime prediction  algorithms, it was identified that the cart algorithm  

 using ML algorithms like multilayer perceptron, and Gaussian  offered higher accuracy 

 Naïve Bayes, K-NN and CART. Cross-validation and  

 validation were performed for testing results   

[31] A crime model is based on the SEMMA model and the  created ANN model provided positive results  Forradellas et al. (2020)  

 manipulation of data, K-means are used for clustering before  terms of forecasting as it was capable of predicting  

 An artificial neural network is created with a perception structure of crime statistics and occurrences based on the input data  

[32] A systematic literature review is performed by consulting  Deep learning and time series analysis techniques Butt et al. (2020) 

 Several scientific databases including ACM, Scopus, and Springer,  are capable of offering positive results in predicting 

 Science Direct and IEEE crime rates and crime prediction states are made more  

  accurate by including temporal and spatial  

  information in different crime datasets  

[33] PRISMA guidelines are followed for reporting the  hotspots method is the most predominant type Kounadi et al. (2020) 

 systematic literature review and 32 papers are analyzed of techniques for prediction and forecasting. 

 that were identified and selected from 786 papers Mostly used methods were traditional ML methods  

  and different approaches based on kernel density estimation.  

  Common evaluation metrics include the Prediction Accuracy  

  Index, prediction accuracy, and the F-1 Score. The train-test  

  Split was the most common validation approach  

[34] A spatiotemporal crime prediction method is proposed based  on A comparison of the model with conventional methods Hajela et al. (2020) 

 on ML techniques and 2D Hotspot Analysis. A clustering  indicates a better performance when it relies on and uses  

 algorithm has been used together with its hotspot analysis    

[35] Multiple ML algorithms are applied using KNIME, which  The authors verified that random forests delivered the  Ippolito and Lozano 

   (2020) 

 enabled authors to compare the performance of various  highest scores in the metrics of specificity, accuracy and 

 ML algorithms precision for the fiscal data of 2018  

[36] The authors used neural networks, random trees, and Bayesian  Through the comparison of results offered by Wu et al. (2022) 

 networks and data mining for the analysis and prediction  algorithms, the authors determine that random trees delivered 

 of crime rules from the acquired data. Data from 2015 to 2018  better outcomes and results than that of Bayesian Networks 

 was used for the YD county and neural networks  

[37] An SBCPM or assemble-stacking-based crime prediction  The proposed method acquires a classification accuracy of 99.5% Kshatri et al. (2021) 

 method that is based on SVM algorithms for the identification  and is identified to generate a more predictive effect than the baselines 

 of predictions of crime using MATLAB. Additionally, the SVM  considered by others. It is also identified by the authors that 

 algorithm is used and applied for the achievement of  the stacking ensemble model’s accuracy is higher than 

 domain-specific configurations as compared to other models  that of any other individual classifier 

 including the Random Forest, SMO Naïve Byes 

 Bagging and J48 model   

[38] The study used multiple ML algorithms for predicting crime  The analysis of exploratory data predicts over 35 types Safat et al. (2021) 

 using crime data. A number of algorithms were tested including crimes and indicated a yearly decline in the crime 

 time series analysis, eXtreme gradient boosting, random forests,  and rate in CHICAGO. The highest rate of efficiency 

 multilayer perceptron, decision trees, KNNs, Naïve Bayes, SVM,  is achieved by XGBoost for prediction accuracy 

 logistic regression and ARIMA model, and it is followed by KNN  

[39] The authors evaluated traditional deep learning techniques  For data cell and classification, the SFTT approach tends to Stalidis et al. (2021) 

 and compared results against SFTT as the proposed approach.  outperform traditional ML techniques and methods. 

 In the SFTT framework, the data’s spatial dimension is explored  Meanwhile, the TFTS approach tends 

 before the temporal structures’ detection.  to come in second place 

[40] Long-term crime forecasts for robberies generated in  Random Forests outperformed kernel density estimation Wheeler and Steenbeek  

 Dallas at 200x200 grid cells that enable spatially changing  and Risk Terrain Models in terms of predicting (2021) 
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Table 1: Continue 

 associations of different demographic factors and crime and forecasting future crimes. Factors contributing to crime 

 generators. After that, an interpretable model is used for  predictions that vary over space and are non-linear 

 facilitating the inner workings of the model   

 [41] A comparative study of existing ML techniques is performed The addition of a computer vision approach and machine Shah et al. (2021)  

  learning are both capable of predicting crime rates and  

  illustrating affected areas  

[42] Crime data on 27 categories was acquired and obtained Linear regression is capable of predicting and forecasting  Obagbuwa and Abidoye  

 from Kaggle and diverse data analytics steps were  crime rates to a significant extent (2021) 

 applied. CRISP-DM methodology is used for the work.  

 Linear regression technique is used for prediction   

[43] Transition probability, KNN, and K-clustering are used as  The model proposed several features, which  Palanivinayagam et al.  

 a foundation of the proposed model and results are compared and fed into Naïve Bayes, SVM, KNN, and random forests. (2021) 

 With other ML-based methods, Naïve Bayes was identified to produce the most successful results  

[44] Multiple ML-based algorithms are used for the prediction Among all the models, the highest accuracy of 90.77%  Tamir et al. (2021) 

 of crime in terms of severity and whether it would lead to is achieved by the neural network 

 arrest. NN, AdaBoost, KNN, and random forests were  

 developed. The models were tested on CLEAR by the Chicago  

 police department   

[45] Naïve Bayes is used for the analysis of crime  Naïve Bayes exhibits an accuracy of 93.07  Kanimozhi et al. (2021) 

 Data acquired from Kaggle with a precision of around 92.53%   

[46] For the prediction of crimes, multiple ML algorithms  Of all the algorithms tested and evaluated, an optimal Adhikari et al. (2021) 

 are evaluated including impact learning, and K-Nearest neighbors,  an accuracy of 81% is acquired with the use of algorithms 

 neural networks and decision trees based on decision trees. It is also determined that public  

  Security is aided by using decision trees as algorithms  

[47] There are multiple ML algorithms that have been  Clustering and decision trees are identified  Gupta et al. (2022) 

 considered and tested and Python has been used more accurately than other techniques that were tested. 

 together with the algorithms   

[48] 120 research papers will be reviewed in 2021  The supervised learning approach is the most Dakalbab et al. (2022) 

 and 2008 and the systematic review evaluates  the considered and used approaches and is capable of delivering 

 models comprehensively. 34 crime categories are  precise outcomes 

 studied by the researchers and 63 different ML  

 techniques are studied   

[49] Data on human mobility and crime incidents is used for  NbConv or neighbor convolution architectures that tend Wu et al. (2022) 

 The evaluation of different neural networks and their ability  to model input features’ spatiotemporal models produce 

 to improve crime prediction and the best prediction accuracy. The use of mobility flow  

  features in the absence of historical crime data are capable  

  of improving the F1 scores for the model  

[50] A systematic literature review was performed  A supervised machine-learning approach Jenga et al. (2023) 

 that focused primarily on 68 journal articles is considered and used by most authors  

 

Discussion 

Generally, the adoption of machine learning algorithms 

for the prediction and detection of crime has demonstrated 

substantial promise in addressing the increasingly complex 

issue. Through the use of advanced algorithms and vast 

datasets, these technologies can enhance the effectiveness 

and accuracy of crime prediction models. On the basis of the 

results, there are a number of valuable insights that have been 

acquired. First, Random Forests have been considered and 

used the most by researchers and have been identified to offer 

quite accurate results. Second, all the studies, except for one 

study, showed the effectiveness and accuracy of ML 

algorithms and methods in predicting and forecasting crimes. 

Third, it is essential to actually perform thorough 

experiments and tests using the models and approaches 

discussed by the authors. Many authors have mentioned 

the need to test their models in the real world before using 

them. In addition, it might be challenging to use these 

models in a real situation due to the large amount of data 

that would be required to be considered and analyzed. 

Fourth, different models proposed by the authors tend to 

offer and produce varying results and findings in different 

situations using different types of datasets. 
In addition, the authors have identified and faced several 

challenges while performing their experiments and training 

their models. The very first challenge is associated with 

selecting the datasets. For instance, it is quite challenging for 

the researchers to select the right size of the dataset and then 

process it. For ML-based models and algorithms to work, 

clean and pre-processed data is required. When these models 

run on and use raw data, they do not produce promising 

results and their accuracy varies among different methods 

and approaches. The second challenge is associated with 

identifying and determining which factors influence and 

affect the accuracy and outcomes of algorithms.  

Multiple factors influence and affect the accuracy of 

ML-based algorithms and models and these factors and 

features vary for each model and method. The third 

challenge is associated with using these algorithms and 

models in the real world. For instance, all the researchers 

have used the identified models and approaches in a 

simulated environment, not the real world. Due to this, 

there is no knowing how the studied models might 

perform in a real situation where raw data is required to be 

processed and analyzed for making predictions and 

forecasts. The fourth challenge is related to resource 

constraints, as testing and evaluating different models after 

training them requires a lot of time and excessive costs. 

Even though machine learning algorithms are identified 

to support and even help with crime prediction, there is still 

a need for more implementable and interpretable models, 
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that can offer detailed and clear explanations of the 

predictions they make. It is particularly relevant and 

important for crime prediction because incorrect 

predictions can definitely lead to serious challenges and 

consequences for communities and individuals. Therefore, 

the fifth challenge is concerned with the lack of 

interpretable machine learning algorithms. Lastly, there is 

a need to go beyond just model-based prediction and 

explanation frameworks. It is also necessary to develop 

models that focus on identifying and highlighting the 

cause-and-effect relationship between different factors and 

crime patterns specific to each geographical area. 

The current research study is close to the studies 

performed by Kounadi et al. (2020) in which the focus 

is on systematically reviewing studies on spatial crime 

forecasting and Mandalapu et al. (2023) in which the 

emphasis is on performing a systematic review on 

crime prediction using deep learning and machine 

learning (Kounadi et al., 2020; Mandalapu et al., 

2023). Kounadi et al. (2020) determine that the 

hotspots method is the most predominant type of 

method for spatial forecasting. It was followed by 

traditional ML methods and kernel density estimation 

techniques. On the other hand, Mandalapu et al. (2023) 

highlight that there are still many challenges related to 

the use of ML and DL for crime prediction. Several 

challenges are highlighted and future directions are 

identified but there is a lack of focus on which 

techniques are used most commonly for crime 

prediction. In this sense, the current research study is 

unique in its findings. 

Conclusion 

Overall, crimes have undoubtedly increased 

significantly in the past few years around the world. It has 

urged researchers and experts to study patterns and trends 

related to crime. At the same time, it has also allowed 

researchers to perform studies on the prediction of crime 

with the use of machine learning methods and techniques. 

In the past few years, a large number of studies have been 

performed to evaluate and identify the potential of 

different ML-based techniques and approaches, including 

Naïve Bayes, KNNs, ANN, Random Forest, and even 

Decision Trees. In this research, a comparative analysis of 

51 existing research studies on the use of machine 

learning methods for crime prediction has been carried 

out. Some critical trends and findings have been obtained. 

At the same time, some challenges in performing these 

studies have been determined. 

In the future, it is essential to evaluate the 

effectiveness of ML methods for crime prediction using 

larger datasets in real-world scenarios and then 

evaluate their accuracy and usefulness. In addition, it is 

important to identify different situations and scenarios 

in which the accuracy of different ML methods is 

affected. Based on these insights, the most effective 

method should be proposed.  
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