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Abstract: This article explores how artificial intelligence, particularly 

machine learning, can be used to assess and predict the performance of 

trainee teachers in Morocco. Considering the country's focus on integrating 

technology into education and the challenges posed by the COVID-19 

pandemic, the authors propose a novel hybrid model that combines clustering 

and classification algorithms. This model aims to understand the Information 

and Communication Technologies (ICT) skills of trainees from various 

backgrounds and predict their performance after training at a Moroccan 

center. It should be noted that, in this study, we used trainee data in 

compliance with ethical principles and confidentiality protocols. All data 

collected were anonymized in order to protect the identity of the participants 

and guarantee their confidentiality. The study investigates whether a gap 

exists in the digital literacy of trainees based on their prior degrees and 

analyzes their progress after training. By applying the hybrid model, the 

research identified distinct groups of trainees, including high achievers and 

a mixed group with varied performance. The findings suggest that while a 

trainee's digital skills may be influenced by their prior institution, the training 

program effectively improves their ICT skills and allows them to achieve 

success. The clustering algorithm used prior to classification provides a 

better understanding of the data and improves the classification rate. The 

experimental results provide valuable information for scientists looking to 

take advantage of new clustering techniques and classification for a variety 

of applications in data analysis. The paper further explores the impact of AI 

in education, details the proposed model, and discusses the results alongside 

potential avenues for future research.  

 

Keywords: Teaching, Academic Performance, Learner, Machine Learning, 

Evidential Approach 

 

Introduction  

Education is a concept that highlights the acquisition 

of knowledge and values, participating not only in the 

development of people but also in the country's progress 

(Hoot et al., 2004; Lamichhane, 2018). Given the 

importance of this area, educational organizations always 

aim to provide a high-quality education that preserves 

school dropouts and the delay of learners in their studies. 

For several years, the Ministry of National Education 

(MNE) in Morocco has focused on the integration of 

Information and Communication Technologies (ICT) in 

the teaching-learning process by equipping all schools 

with multimedia equipment and linking them to the 

internet and by setting up training programs within the 

framework of a program named generalization (GENIE) 

of Information and Communication Technologies in 

Education (ICTE) in Morocco based on two modules: 

Introduction to computer science and pedagogical use of 

ICTE (Raouf et al., 2020). This strategy has brought 

changes to the initial teacher training programs in the 

training centers by adopting a module integrating ICTE 

(Nejjari and Bakkali, 2017). As part of the Moroccan 

development model introduced in 2021, the education 

system is undergoing expansion and transformation in 

alignment with the strategic vision of the 2015-2030 
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reforms (HCETS, 2015). These reforms were initially 

unveiled on May 20, 2015, by the Higher Council of 

Education, training and Scientific Research, along with 

the enactment of framework law 51.17, notably 

encompassing articles 33 and 42 (Berrada et al., 2022). 

The overarching goal for Morocco is to enhance the 

quality of education by integrating Information and 

Communication Technology (ICT) into teaching and 

learning processes, with a focus on placing learners at the 

forefront of education through training initiatives. Efforts 

are underway to modernize educational content and 

methodologies, drawing on the expertise of professionals in 

the field. Notably, the education sector has faced 

considerable challenges due to the impact of the COVID-19 

pandemic, prompting significant shifts in teaching methods 

and tools. This crisis has underscored the imperative for both 

teachers and learners to acquire digital literacy skills (Bachiri 

and Sahli, 2020; Mounjid et al., 2021; Outoukarte et al., 

2023). Consequently, stakeholders in the education 

sector have identified various challenges associated 

with the use of ICT in education, sparking numerous 

questions and concerns. 

As previously mentioned, the Ministry of Education 

emphasizes the integration of ICT into teacher training. 

These data-driven initiatives prioritize student-centered 

learning through regular assessments that identify 

students' strengths and areas for improvement, allowing 

teachers to tailor their approach to individual needs. 

Assessing learners' progress holds significant importance, 

prompting the implementation of diagnostic assessments 

at the onset of each academic level. These assessments 

enable teachers to discern the accomplishments and 

challenges of their students, facilitating the customization 

of teaching approaches to cater to their unique and 

individual requirements. Artificial intelligence, 

particularly machine learning, offers groundbreaking 

tools for learner assessment in schools. It can 

fundamentally reshape education by transforming how we 

teach, learn, and conduct research. Educational 

institutions like schools and colleges should seize this 

opportunity to leverage machine learning's potential. By 

effectively identifying struggling learners, they can 

personalize support and develop targeted action plans for 

improved success (Albreiki et al., 2021). There are 

various machine learning methods, including supervised 

learning, unsupervised learning, deep learning, and 

reinforcement learning (Nafea, 2018; Zhou, 2021). 

The objective of this article is to predict the 

performance of trainee teachers by employing a novel 

hybrid model. The hybrid models, which combine 

clustering and classification algorithms, have appeared as 

a promising alternative method for dealing with the 

complex, multi-faceted nature of educational data. This 

model involves the initial application of an unsupervised 

learning algorithm, followed by the validation of the 

model using six supervised learning algorithms. The data 

utilized for this study were obtained from a dataset derived 

from two assessments digital Diagnostic Assessment (DA) 

and a Summative Assessment (SA). These assessments 

were administered to 135 trainee teachers at the Regional 

Center for Education and Training Professions (RCETP) 

in Fez-Meknes, Sefrou, Morocco. 

The aim of this study is to develop a general 

understanding of the ICT prerequisites of primary school 

teacher trainees and to assess trainees' performance after 

34 h of training at the RCETP, Fez-Meknes, Sefrou. The 

main objective of this study, by applying the hybrid 

model, is to predict trainees' academic performance and 

skill levels. 

We hypothesized that: 

 

• Hypothesis 1: Trainees' ICT skills depend on their 

training at their home institution 

• Hypothesis 2: Trainees' ICT skills are influenced 

using traditional methods adopted in the teaching-

learning process 

during the three years of post-secondary education 

• Hypothesis 3: Trainee teachers used digital platforms 

and resources during the COVID-19 pandemic 

 

Materials and Methods 

Education is an important factor that can positively 

change the situation of a country by adjusting to the new 

society's demands, new profiles of learners and teachers, 

new methods of learning and teaching, and finally the 

communication and digital revolution.  

For this purpose, artificial intelligence is used in 

education to facilitate certain tasks like learning 

assessment, improving the feedback quality, creating 

personalized learning paths, preventing school dropout, 

and solving more or less complex problems formulated by 

learners. To develop innovative solutions based on AI in 

education, it is very important to have significant data and 

powerful algorithms allowing their analysis. 

Data Clustering 

Data clustering is a process of extracting patterns from 

large data sets, it is commonly an unsupervised method 

that organizes data into homogeneous groups based on 

similarity between patterns. Although classical clustering 

algorithms such as C-means only provide hard partitions, 

many variants are proposed by introducing fuzzy sets 

(Bezdek et al., 1984), possibility theory, and evidence 

theory based on the credal partition that allows measuring 

accurately the uncertainty of the assignment of an object 

to a cluster (Krishnapuram and Keller, 1996; Masson and 

Doneux, 2008). Evidential clustering allows objects with 
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different characteristics to belong not only to a singleton 

cluster but also to a set of clusters called meta-cluster. The 

use of evidence-based methods improves the decision-

making process after a learner assessment. The effectiveness 

of these algorithms depends on the data type handled and the 

expected objective. The evidential C-means method takes 

advantage of the Fuzzy C-Means (FCM) algorithm and 

Noise Clustering (NC) to describe the uncertainty 

between clusters (Bezdek et al., 1984; Chen et al., 2024; 

Dave, 1991; Sen and Dave, 2002). It allows data to belong 

to a singleton cluster, a noise cluster ∅, or a meta-cluster 

depending on its belief mass. ECM is based on the 

minimization of the following objective function:  
 

𝐽𝑒𝑐𝑚(𝑀, 𝑉) = ∑ ∑ 𝑐𝑗
𝛼𝑚𝑖𝑗

𝛽
𝑑𝑖𝑗

2 + ∑ 𝛿2𝑚𝑖∅
𝛽𝑛

𝑖=1𝐴𝑗≠∅
𝑛
𝑖=1   (1) 

 
Under the following constraint: 

 
∑ 𝑚𝑖(𝐴𝑗) + 𝑚𝑖(∅) = 1𝑛

𝑖=1  (2) 
 

M denotes the matrix of belief masses and V represents 

the matrix of specific and meta-cluster centers α is a 

parameter used to control the degree of penalization for 

high cardinality subsets, b is a weighting exponent and δ 

is an adjustable threshold to detect noise. 𝑐𝑗
𝛼 is the 

dimensional center of cluster j, and  𝑚𝑖𝑗
𝛽

 is the belief mass 

of xi at the cluster j.  

Throughout the iterative process, the objective 

function J is minimized by Lagrange multipliers to 

provide the credal partition matrix M for objects and the 

cluster center matrix. The values of the belief masses 𝑚𝑖𝑗
𝛽

 

are updated according to the following equation: 

 

𝑚𝑖𝑗 =
𝑐

𝑗

−𝛼
(𝛽−1)

𝑑
𝑖𝑗

−2
(𝛽−1)

∑ 𝑐𝑘

−𝛼
(𝛽−1)

𝑑
𝑖𝑘

−2
(𝛽−1)

+𝛿
−2

(𝛽−1)
𝐴𝑘≠∅

  (3) 

 

And the cluster centers are given by the matrix V that 

is, the solution of the following linear system: 

𝐻𝑡𝑉𝑡 = 𝐵𝑡 (4) 

 

where, 
 

𝐵 = ∑ 𝑋𝑖𝑞 ∑ 𝑐𝑗
𝛼−1

𝐴𝑗≠∅
𝑚𝑖𝑗

𝛽
 , 𝑙 = 1, 𝑐 𝑞 = 1, 𝑝𝑛

𝑖=1  (5) 
 

And: 

 

𝐻 = ∑ ∑ 𝑐𝑗
𝛼−2

𝐴𝑗⊒(𝜔𝑘,𝜔𝑙)
𝑚𝑖𝑗

𝛽
 , 𝑘, 𝑙 = 1, 𝑐 𝑖   (6) 

 

Supervised Learning  

The goal of applying the classification algorithms is to 

determine the most appropriate data mining technique to 

predict the performance of the trainee teachers based on 

their data (Sen et al., 2020). 

Decision Tree Classifier 

The Decision Tree (DT) is a simple supervised 

learning algorithm implemented to solve regression and 

classification problems (Fletcher and Islam, 2020). The 

tree consists of a root, branches, and nodes. It is a model 

used to predict the class label of a sample by iteratively 

learning simple, easy-to-understand, and interpreting 

logical rules derived from the previous result. The 

decision tree leaves (branch tips) represent the class 

labels (decisions). 

K-Nearest Neighbor Classifier 

The principle of the k-nearest neighbor algorithm 

(Cunningham and Delany, 2022), often referred to as 

k-NN, is to predict the label of a new data point from a 

predefined constant number of k of training data closest 

in distance to that data point. In general, we use the 

Euclidean distance. Due to its ease of deployment and 

classification performance, the k-nearest Neighbor (k-

NN) algorithm is commonly used in data mining.  

Linear Discriminant Analysis 

In this study, we will use another algorithm, named 

Fisher's Linear Discriminant Analysis (LDA) (Zhu et al., 

2022), of well-known data mining used for dimensionality 

reduction and classification. The LDA classifier models 

the data conditional distribution for each class and uses 

Bayes' theorem. The model uses Gaussian distributions 

for each class with the same variance. Given data (an 

individual) to classify, we select the maximum posterior 

probability for each possible class.  

Gaussian Naïve Bayes Classifier 

Naive Bayes classifiers are a set of supervised 

learning algorithms that use Bayes' theorem. These 

naive probabilistic algorithms assume independence 

between features. In this study, we used the Gaussian 

naive Bayes Classifier (GNB) that uses maximum 

likelihood to estimate the mean and standard deviation 

(Rawal and Lal, 2023). 

Support Vector Machine Classifier 

For this classification problem, we applied a variant of 

the Support Vector Machine (SVM) algorithm which is a 

class of supervised learning methods based on 

maximizing the margin principle (separation of classes) 

(Pisner and Schnyer, 2020). 

Random Forest Classifier 

Random Forest (RF) is a method used to solve regression 

and classification problems (Parmar et al., 2019). It is a 
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supervised learning algorithm; the forest is formed by 

mixing and combining several decision tree classifiers 

with improved predictive accuracy. 

Data Collection Process 

The given data set is a set of trainee teachers' 

information collected from two assessments in RCETP. It 

is difficult to evaluate all the individuals in the population 

(773 trainee teachers in the Fez-Meknes region) due to 

several constraints, such as time and financial constraints. 

In this study, we analyzed the results of evaluations of a 

sample consisting of trainee teachers belonging to the 

RCETP of Sefrou (179 individuals), we used two 

sampling techniques, for practical reasons of accessibility, 

the first is a convenience pilot sampling that consists of 

selecting a group of trainee teachers assigned to RCETP 

of sefrou (Edgar and Manz, 2017). The second type of 

sampling consists of dividing the sample resulting in the 

first stage into groups and then we randomly select a set 

of individuals from each group. It is worth noting that we 

reduced total and partial non-response by implementing a 

set of constraints. After this pre-processing, we were able 

to evaluate the responses of 135 trainee teachers, 

representing an exploitation rate of 75.41%. 

The information-gathering process for the data set 

consists of two stages. 

Gathering information from the diagnostic 

assessment distributed to 135 trainee teachers at the 

RCETP, fez-Meknes, sefrou, during the 2021-2022 

season. We invited four experts to evaluate our diagnostic 

tool regarding content validity. According to Davis 

(1992); Waltz et al. (1991), the minimum number of 

experts was to be at least two assessors in the content area 

to be measured and at least one with knowledge of 

instrument construction. Other authors recommended 

several experts greater than three (Polit and Beck, 2006; 

Polit et al., 2007). First, we asked the experts to 

familiarize themselves with the concepts and skills that 

trainee teachers were expected to have as prerequisites, 

then they were asked to check whether the question was 

easily associated with the right skill, i.e., whether it 

represented it well. Then, the experts could make their 

judgment using the following scale: 

 

• Not relevant 

• Somewhat relevant 

• Quite relevant 

• Highly relevant 

 

Finally, we calculated various content validity indices: 

Item CVI (I-CVI) and Scale level CVI (S-CVI). Two 

techniques are used to measure S-CVI: The average of the 

I-CVI scores (S-CVI/Ave) and the sum of universal 

agreement scores divided by the number of questions 

(S-CVI/UA). From the I-CVI we calculated the 

modified Kappa coefficient (Fleiss, 1981; Polit et al., 

2007). The Fleiss kappa evaluation criteria are divided 

into four groups: 

 

• Excellent (≥0.74) 

• Good (0.60-0.73) 

• Fair (0.40-0.59) 

• Poor (≤0.39) 

 

S-CVI/Ave and S-CVI/UA were 0.96 and 0.84 

respectively, with a maximum I-CVI of 1.00 and a 

minimum of 0.75. The average modified kappa 

coefficient for the 40 questions (items) was 0.91, with a 

score of "excellent". An impressive 72.5% (n = 29) of 

items were rated excellent and 27.5% of questions were 

rated good (n = 11). These scores showed that there was 

acceptable agreement between these evaluators on the 

content validity of the 40 questions. 

In this study, we also tested the purification of the 

measurement instruments (internal reliability of the data) 

using Cronbach's alpha.  

The reliability of the information quality scale is 0.630 

with 40 questions, a generally accepted rule is that an 

alpha of 0.6-0.7 indicates an acceptable level of reliability 

(Ursachi et al., 2015). We have eliminated some questions to 

increase reliability. Based on the results of 26 questions, 

with an alpha of 0.715, our scale demonstrates 

satisfactory reliability. 

Gathering information from the scored activities of 

trainee teachers and the validation exam for the module 

(after 34 h of qualifying training). It should be noted that 

the summative assessment (the exam) is a problem 

situation proposed and validated by four domain experts. 

 In this study, the indices measured are acceptable and 

in addition, because of the type of concepts evaluated and 

the question's nature, we decided to use 26 questions 

instead of 40 for the diagnostic assessment and the exam 

proposed by the domain experts. Figure 1 shows the steps 

of the information collection process. 

 

 
 
Fig. 1: Data collection process 
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Table 1: Main features in the dataset 

Feature Description Type Values before preprocessing 

Sexe The gender of the trainee Nominal Female or Male 

Age The age of the trainee is strictly less than 30 

Home organization The home institution of the trainee (faculty) Nominal “Juridical and chariaa sciences”, 

   “Economic Sciences”,  

   Letters and humanities”, 

   “Education”, 

   “Sciences” 

DA Score Diagnostic assessment score Numeric From 0-20 

Module score Module validation grade Numeric From 0-20 

 

Table 2: Home institution and gender information (D: Juridical and chariaa sciences; E: Economic sciences; L: Letters and humanities; 

P: Education; S: Sciences) 

 D E L P S Total 

Female 17 30 13 03 22 085 

Male 15 14 05 04 12 050 

Total 32 44 18 07 34 135 

Percent (%) 23.70 32.59 13.34 5.18 25.19 100 

 

 
 
Fig. 2: Proposed model 
 

Data (a trainee) consists of two features which are 

grades (diagnostic assessment grade, module validation 

grade) and other information about personal and 

academic characteristics (age, sex, home organization) 

as mentioned in Table 1. 

The sample population is representative of the 

different disciplines in the various institutions of 

origin. It is noteworthy that there is an excessive 

representation of trainee teachers originating from 

management and economics institutions (32.59%), 

while trainee teachers from humanities institutions and 

institutions giving educational licenses represent only 

13.33 and 5.18% respectively. Trainees from scientific 

and law institutions accounted for 25.18 and 23.70% 

respectively as presented in Table 2. 

Data preparation is an essential part of data processing 

and it ensures the accuracy and relevance of the data to be 

used and therefore all data is pre-processed. It's important 

to note that we carried out further data pre-processing 

using the Factor Analysis of Mixed Data Method 

(FAMD), enabling the transformation of data containing 

both quantitative and qualitative variables (Pagès, 2004). 

Firstly, we apply our ECM algorithm to the pre-

processed data set with five features (age, sex, home 

organization, diagnostic assessment grade, and module 

validation grade). Secondly, we used the clusters 

obtained from the ECM algorithm as labels for the data 

and we split the data into train and test subsets, then 

70% of the data was used as training data and 30% as 

test data. The main objective of supervised learning is 

to predict the label of a new input data (new trainee 

teacher data) during the predicting phase with high 

potential precision by starting with learning the labeled 

data in the training phase which classification 

algorithms are used to construct a suitable model that 

can precisely map the inputs to the desired outputs, as 

illustrated in Fig. 2. 

In the model evaluation phase, a K-fold cross-validation 

technique was performed to evaluate and select the 

classification models. The K-fold cross-validation process 

consists of splitting the training dataset several times 

into k equally sized subsets (k folds) and the training-

validation division is repeated k times (Marcot and 

Hanea, 2021). For each iteration, one fold is used as a 

validation set and the other k-1 folds are used as a 

training subset for model evaluation. We measure the 

Mean Square Error (MSE) of the validation process as 

the average of the k validation errors of each iteration 

defined below: 

 

𝑀𝑆𝐸 =
1

𝑘
∑ (𝐿𝑖 − 𝑀𝑖)2𝑘

𝑖=1  (7) 

 

where, 𝐿𝑖 and 𝑀𝑖 represent the ith label and model 

prediction of the validation set respectively. 

Table 3 shows different parameters and values used in 

classification algorithms. 



Yissam Lakhdar et al. / Journal of Computer Science 2024, 20 (9): 1020.1029 

DOI: 10.3844/jcssp.2024.1020.1029 

 

1025 

Table 3: Algorithms parameters and values 

Algorithms Parameters Values 

DT Criterion random_state max_depth Gini none none 

KNN classifier n_neighbors weights 5 uniform 

RF n_estimators max_depth max_f features 100 none sqrt 2 1 none 

 min_samples_split min_samples.Jeaf random_state 

Gaussian NB priors var_smoothing None1e-9 

Linear discriminant analysis solver shrinkage priors n_components store_covariance svd none none none 

 tol covariance_estimator False 1.0e-4 none 

SVC C kernel degree gamma coef0 shrinking probability tol 1.0 rbf 3 scale 0.0 True 

 cache_size class_weight False 1e-3 200 none 

 

Results and Discussion 

When using a clustering algorithm, it is a common 

practice to use the optimum number C of clusters. For this, 

the validation index N*(c) based on the non-specificity of 

a belief function, proposed in (Masson and Doneux, 

2008), is used to select the C index of the ECM algorithm; 

this index must be minimal. ECM algorithm is tested with 

different cluster numbers with C = 2,3,4 and 5 and the 

parameters: δ = 20 and β = 2 as shown in Fig. 3. We note 

that the optimal choice for the clustering outcome is equal 

to C = 2. Consequently, we implement our ECM 

algorithm with C = 2. 

Figure 4 and Table 4 clearly show that the different 

clusters, obtained with the implementation of the ECM 

algorithm with C = 2, have different characteristics. 

In this experiment, the ECM algorithm divided the 

trainee teachers into two groups representing singleton 

clusters. On the one hand, singleton cluster W1 (73 trainees) 

represents those who validated the module validation 

exam; 94.52% of trainee teachers scored well on the 

diagnostic assessment, while 5.48% scored close to 10 on 

the diagnostic assessment and excellent score on the 

module validation exam. We also note that 60.27% of 

trainees in cluster W1 came from management and 

economics institutions and 28.77% from scientific colleges. 

On the other hand, we also note that over 27.42% of 

trainees in the W2 singleton cluster (17 trainees) scored 

below 10 on the diagnostic assessment; most of these 

trainees came from juridical, chariaa, humanities, and 

letters colleges, we also note that all trainees in this cluster 

developed significantly and achieved an average score of 

13.24 on the module validation exam. It should also be 

noted that trainees in cluster W1 evolved more than 

trainees in cluster W2. 

These results clearly show that elementary school 

trainee teachers have different digital skills, indeed a 

significant percentage of them lack the necessary skills to 

create digital resources, share information, and 

communicate via learning and teaching platforms. 

In our study, we examined trainee teachers' 

Information and Communication Technology (ICT) skills 

and their use of online platforms and resources. Three 

main hypotheses were formulated. The results presented 

above validate the hypotheses put forward in the 

introduction to this study. In our study, we assessed the 

hypothesis that trainees' ICT skills differ according to 

their home institutions (hypothesis 1). For this purpose, 

we analyzed trainees' scores on the diagnostic assessment, 

taking into account where the trainees came from. The 

results showed significant variations between the ICT 

skills of trainees from different establishments. 
 

 
 
Fig. 3: Validation index N*(c) for variable cluster numbers 

 with ECM algorithm  
 

 
 
Fig. 4: Clustering results for trainee teachers using the 

ECM algorithm 
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Table 4: Clustering results 

   Diagnostic Final  

Cluster N  assessment exam 

𝑤1 73 Mean 13.33 16.79 

  Std 2.38 1.56 

  Score >10 66.00 73.00 

  Score = 10 3.00 0.00 

  Score <10 4.00 0.00 

𝑤2 62 Mean 11,09.00 13.24 

  Std 2.84 2.33 

  Score >10 39.00 61.00 

  Score = 10 6.00 1.00 

  Score <10 17.00 0.00 

 

The outcomes allow us to validate the hypotheses put 

forward in the introduction to this study. Thanks to the 

sessions of the ICTE module, they were able to progress 

and improve their marks by validating the module. 

We also note that 22% of trainees from juridical and 

Chariaa sciences institutions and 39% from letters and 

humanities institutions obtained lower scores (score 

below 10), in contrast to trainee teachers from scientific, 

economic, and pedagogical institutions achieving good 

results and attaining excellence in the development of 

digital skills in the educational context. Indeed, only 9% 

of trainees from scientific and economic institutions 

obtained a score below 10, while all trainees from 

institutions delivering pedagogical licenses obtained a 

score above 10. In fact, despite the low initial scores 

obtained by some trainees during the diagnostic 

assessment, these difficulties were gradually overcome 

thanks to the curriculum adopted.  

After validating hypothesis 1, according to which the 

ICT skills of trainee teachers vary according to their home 

institutions, it is crucial to consider concrete actions to 

reinforce these skills within university programs. The 

results thus underline the importance of rethinking these 

programs to effectively integrate technologies. This calls 

for an overhaul of academic programs to include a 

significant component dedicated to the development of 

information and communication technology skills. 

The results also show that the trainees had ICT 

skills or had used or rarely used with their teachers 

(hypotheses 2 and 3) the platforms and resources 

during the COVID-19 pandemic. 

These three hypotheses were largely validated in 

our study since the clustering algorithm revealed that a 

large majority of trainee teachers (84.44%), who 

responded to the diagnostic test, had ICT skills. While 

15.56% lacked ICT skills and scored low. 

It is important to note that all trainee teachers passed 

the module validation exam after 34 h of training at the 

RCETP. The results showed that there was a difference 

between the trainee teachers' achievements on the 

diagnostic test (some trainees lacked knowledge of 

information and communication technologies) and the 

post-test (module validation exam), which means that 

training at the center had a positive effect on the trainees' 

level. In this study, we used the K-fold cross-validation 

process (K = 10) to select the optimal model and classifier 

(Ghio et al., 2012; Nti et al., 2021).  

The graph in Fig. 5 provides a visual overview of the 

evolution of the mean square error as a function of the 

classifier. This provides an excellent visualization of the 

relative performance of the different classification 

algorithms. By observing how the mean square error 

varies for each classifier, we can identify general trends 

and significant variations that might indicate differences 

in performance between the algorithms. Table 5 

completes this analysis by providing a detailed 

comparison of the classification results obtained using the 

different classifiers. This step-by-step comparison enables 

an in-depth assessment of the robustness of each 

algorithm on our dataset. By making use of both plot and 

tabular analysis, we can reach informed decisions on 

which classifier is most appropriate for our application. 

According to the result depicted in Fig. 5 and Table 5, 

the optimal classifier that gives the minimum error is the 

decision tree classifier. From the obtained results, it's clear 

that the decision tree classifier beats the other algorithms 

in terms of accuracy and error, closely followed by the 

other algorithms. 
 

 
 
 

 

Fig. 5: Cross-validation error for different algorithms 

 

Table 5: Performance of different classification algorithms for 

trainee teacher’s dataset 

Algorithms Training accuracy Testing accuracy 

DT 1.0000 0.9512 

k-NN 0.9574 0.9268 

LDA 0.9681 0.9756 

GNB 0.8936 0.9512 

SVC 0.9681 0.9512 

RF 1.0000 0.9512 

 

DT            KNN            LDA          GNB           SVC             RF 

Cross_validation_errors 

0.12 
 
 

0.10 
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Figure 6 shows the confusion matrix for the selected 

classifier (decision tree classifier), which provides a 

visual representation of the classifier's performance in 

terms of differentiating between the various classes. Each 

grid cell depicts the number of individuals predicted to 

belong to a certain class, compared with the actual class 

to which they belong. This is essential for understanding 

the behavior of the classifier, as it shows the levels of 

confusion between the different classes. 

An analysis of the confusion matrix's diagonal values 

indicates the number of correctly predicted cases for each 

class. In this context, 39 out of a total of 41 trainee 

teachers were correctly classified, indicating the model's 

high performance. As a result, the overall accuracy of the 

classifier rises to an impressive 95.12%, testifying to its 

ability to predict correctly. 

However, accuracy alone may not provide a complete 

assessment of model performance. It is therefore essential 

to take into account other measures such as precision, 

recall, and F1-score. The macro-mean, or macro-average, 

of these measures, gives a more detailed view of the 

model's effectiveness. In this model, the arithmetic mean 

(macro avg) between the F1-score of the 2 classes is equal 

to 0.95. That means the model performs in a balanced way 

in terms of precision and recall for the different classes. A 

high F1 score indicates that the model is capable of 

making accurate predictions at the same time by reducing 

false positives and false negatives. In addition, Table 6 

presents a detailed summary of the various measures used 

to evaluate the model's performance. These measures 

provide an overview of the model's ability to generalize 

and make accurate predictions on novel data. By carefully 

analyzing these metrics, all parties concerned can make 

informed decisions about deploying and optimizing the 

classifier in other real-life situations. The combination of 

accuracy, precision, recall, and F1-score gives a 

comprehensive assessment of the classifier's performance 

and appropriateness for a particular task. 
 

 
 
Fig. 6: Confusion matrix without normalization for decision 

tree classifier  

Table 6: The classification reports 

 Precision Recall F1-score Support 

C1 0.95 0.95 0.95 22 

C2 0.95 0.95 0.95 19 

Accuracy   0.95 41 

Macro avg 0.95 0.95 0.95 41 

Weighted avg 0.95 0.95 0.95 41 

 

Conclusion 

The aim of this study was to build a hybrid model that 

implements the evidential C-Means algorithm in the first 

place and classification algorithms in the second place in 

order to group trainee teachers with similar statistical 

characteristics and predict their performance. Although 

this study focused on a single class of 2021-2022 and a 

larger sample size is essential, the results obtained are 

relevant and remarkable. The analysis showed that 

trainees from humanities institutions do not possess 

sufficient ICT skills and perform poorly on the diagnostic 

assessment. We also find that trainees from rights 

institutions score lower, in contrast to trainee teachers 

from scientific, economic, and educational institutions, 

who score high and achieve excellence in the 

development of digital skills in the educational context. 

There are several reasons for these results, the first and 

most significant being linked to the trainees' educational 

background. The second reason concerns the factors that 

influence the integration of ICT into higher education 

disciplines, such as contextual, social, pedagogical, 

personal, and institutional characteristics. The ICTE 

module sessions enabled them to make progress and they 

improved their marks by validating the module. In fact, 

despite initial low scores on the diagnostic assessment, 

these difficulties were gradually overcome through the 

curriculum adopted at the training center. This study also 

aimed to implement and compare different classification 

algorithms in terms of accuracy rates by building a model 

to predict the performance and results of trainee teachers. 

The integration of clustering and classification algorithms 

into our hybrid model opens up a new realm in 

educational data analysis, offering transformative 

opportunities and actionable strategies for improving 

learning performance. Evaluation of the implemented 

classification algorithms, including linear discriminant 

analysis, random forest, Support Vector Machines 

(SVM), GN, DT, k-NN classifier, and Gaussian NB, 

highlighted the importance of algorithm choice in 

hybrid model performance. Each algorithm offers its 

own unique advantages and benefits. However, the 

selection of the algorithm should be based on the 

characteristics of the dataset. We will envisage the 

optimization of this model and the use of other data 

mining approaches that model the thinking process of 

trainee teachers and predict their performance.  
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